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Abstract

There have been recent developments in generalizing the Ryu-Takayanagi formula [1], which re-
lates the area of a minimal surface in a d-dimensional Anti-de Sitter spacetime to the entanglement
entropy of a (d − 1)-dimensional CFT bounding such spacetime. One of such generalizations in-
volves higher spin fields, relevant in many areas such as String Theory, although being notoriously
hard to treat due to the difficulties arising when constructing their interactions.

In three dimensions there is a unique set of tools that allows for progress in this generalization
program. In 2013, two equivalent proposals [2, 3] were developed, although only a semiclassical
treatment was carried out. The purpose of this project is to develop a fully quantum mechanical
treatment, based on very recent advances in doing so for the case of Einstein gravity [4].

We will begin reviewing basic notions of three dimensional gravity, from the tools that exploit
its special features to the coupling to higher spin fields. We will subsequently motivate the intro-
duction of Wilson lines in this setting and their evaluation, first in the case of Einstein gravity and
then moving on to higher spin gravity. Finally, a quantum mechanical analysis of the higher spin
Wilson line will be carried out.
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Notation and conventions

Units: Throughout this thesis we will be using a unit system where all constants of nature except
G are normalized to 1:

c = kB = h̄ = 1

This makes equations much simpler and the results are the same once we recover the dimension-
ality with the appropriate combination of these constants. The choice of G not being normalized is
just a convention carrying no special meaning, which is commonly used in the related literature.

Dimensions: The correspondence states that a conformal field theory in d − 1 dimensions is dual
to a gravitational theory in d. We will stick to this convention for each theory’s dimension.

Metric signature: The metric will have the “mostly plus” signature convention:

sign(g) = (−,+,+,+, ...)

This is the standard notation in General Relativity references (with few exceptions), and it is the
exact opposite to most of the particle physics literature.

Sometimes we will switch to Euclidean signature by means of a Wick rotation. This will be
clear as we will use t for Lorentzian time, and τ for Euclidean, with t = iτ

Indices: Spacetime indices will be denoted by Greek letters µ, ν, ... while just spatial ones will
be denoted by Latin letters i, j, .... On the other hand, flat spacetime and gauge indices will be
denoted by the first Latin letters a, b, ...

Einstein sum: Einstein summation convention (same indices up and down are implicitly summed
over) will be used again and again: ∑

i

viw
i ≡ viw

i

The range of the index will be clear from the context, otherwise it will be specified.

V



Chapter 1

Introduction

I can’t keep from fooling around with our irrefutable certainties. It is, for example, a pleasure knowingly to mix up
two and three dimensionalities, flat and spatial, and to make fun of gravity.

M. C. Escher

Quantum gravity is famously hard. Several generations of physicists (including Einstein himself)
tried to make sense of a quantum theory of gravity in accordance to both usual Quantum Field
Theory and General Relativity. They all failed, however many lessons were learned along the way.
During the last decades the way to tackle the problem has changed; instead of a direct approach
researchers have been tackling different surrounding problems, from particular examples of other
theories with similar breakdowns to toy models of quantum gravity where the setting is much
more in control and understanding of the elements involved is greater.

The advent of the AdS/CFT correspondence was a huge stepping stone in this path. Since its
initial discovery by Juan Maldacena in 1997 [5], it has provided a very useful setup where a gravity
theory (Anti-de Sitter) is fully determined by a quantum theory (Conformal Field Theory). The
tight relation between these two different theories is far-reaching, however there are many details
that still need to be understood. The "AdS/CFT dictionary" is everything but complete, as more
and more exotic theories are studied, each with its particular ingredients. Not only it is a fruitful
resource for gravitational problems, but many features of Quantum Field Theories can also be
studied with gravity lens1 by making use of this dictionary. As such, this discovery has triggered
a vast amount of research spanning several areas of physics and mathematics.

The initial relevance of this duality was in the context of the Information Paradox as it is the
first and only working example of the Holographic Principle proposed, by Gerard ’t Hooft as a
resolution of said paradox. Within this paradigm, a quantity we all know from thermodynam-
ics plays an utterly important role: entropy. In statistical mechanics it makes its appearance as a
function counting some underlying degrees of freedom in the system. From the gravity picture,
especially in black holes, the existence of such a quantity (so important that it received a name, the
Bekenstein-Hawking entropy) has puzzled physicists for a long time. AdS/CFT is able to address
this question, relying on the existence of degrees of freedom in the dual theory. Nevertheless, en-
tropy is still an elusive quantity, and in the recent years one of its versions, entanglement entropy,
has received special attention. This type of entropy is present in entangled systems, giving us a
quantitative estimation of the information accessible of an entangled system.

1Metaphoric lens.
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From the point of view of AdS, a dual description of the entanglement entropy in the CFT
was missing until 2006, when Shinsei Ryu and Tadashi Takayanagi published their seminal work
[1], relating the aforementioned quantity to the area of a minimal surface within the bulk gravi-
tational theory. Since then, several attempts have been made to test it beyond simple examples
and to generalize it to more exotic settings where boundary interpretations are still obscure. A
particularly useful setup for all these matters is three dimensional gravity. It provides us with a
surprisingly simple yet rich toy model where most higher dimensional features (existence of black
holes, asymptotic symmetries, etc) can be studied without unnecessary complications. The expec-
tation is for the results obtained to be able to shed light in more realistic problems. This is the case
for both the Bekenstein-Hawking entropy and the Ryu-Takayanagi proposal: they admit simple
expressions in three dimensions which could have been used to extrapolate their four dimensional
analogs, had they been discovered earlier.

This project focuses on the so-called higher spin gravity. This subject deals with the interplay
between gravity as we know it and higher spin fields, which are an extension to the Standard
Model, arising naturally in String Theory as possible excitation modes of the string. Describ-
ing these particles and their interactions has proven to be a very complicated task, but successes
in this direction come with the promise of a better understanding of String Theory, particularly
its symmetries, as it has been conjectured to be a spontaneously broken phase of an underlying
higher spin theory. In the context of higher spin gravity, three dimensions, once more, offer us
a simple scenario where most of the complications alluded to previously will vanish, although
the obscurity of their interpretation remains. Notably, they come equipped with a breakdown of
usual geometric notions, rendering the metric tensor unreliable. Not all is lost, as three dimen-
sional gravity brings enough machinery into play able to tackle this problem from a different (less
geometrical and more topological) point of view. In particular, a natural topological observable,
the Wilson line, has been proven the be the correct object to compute entanglement entropies [2, 3],
both for pure (Einstein) and higher spin gravity. Not only that, but it has also been recently proven
that these objects, in the pure gravity case, are particular cases of a propagator for a scalar field
coupled to AdS3 when the endpoints are attached to the boundary [4]. However, the same inter-
pretation is lacking in the case of higher spin gravity. That is, to a certain extent, the end goal of
this project.

The structure followed in this thesis has been chosen as a bottom-up approach to higher spin
Wilson lines for pedagogical reasons. Chapter 2 will be devoted to an introduction to three dimen-
sional gravity, from some solutions to their features. Chapter 3 will attempt to translate all we just
discussed to Chern-Simons language. The reason for this will become clear in Chapter 4, where
higher spin fields will be introduced, with special focus on their unique description available in
three dimensions. Chapter 5 and Chapter 6 will review the use of Wilson lines as topological
probes in three dimensional gravity. The former will introduce the main concepts and computa-
tional techniques in the context of pure gravity, whereas the latter will generalize them for higher
spin gravity. During these two chapters we will be more explicit about contents and calculations,
as we are no longer dealing with background material, but instead it will be the starting point for
the results obtained during the completion of this thesis, which span the second part of the sixth
chapter. We will finish with some discussion and outlook in Chapter 7.
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Chapter 2

Metric formulation

The first step in this project is understanding Einstein gravity in three dimensions. In order to
do so, in this chapter we will study it from the viewpoint of differential geometry. Our interest
is twofold: to begin with, we need to introduce the reader to the special features of three dimen-
sional gravity, namely its topological nature, how it allows for generalizations of four-dimensional
concepts such as the existence black hole-like solutions, and the asymptotic behaviour of Anti-de
Sitter (AdS), which will correspond to two copies of the Virasoro algebra in the Conformal Field
Theory (CFT) defined at its (conformal) boundary. The latter was one of the first signs of a du-
ality between an AdS space and a CFT at its boundary, although it took more than ten years for
Maldacena to properly establish the relation [5].

Secondly, we want to pave the way for the next chapter, where all the content in this one will be
rewritten by appealing to the topological properties of three dimensional gravity. For this reason
we will put an emphasis on some computational routes over others, as they will be suitable for
their posterior description.

A general background in General Relativity will be assumed, otherwise the reader is referred
to e.g. [45]; although we will review the features needed as we go along. For a more in depth
discussion of some of these topics, see [6].

2.1 General concepts

There are two important notions we need to discuss, the first one being three dimensional gravity,
which, as we will see, is remarkably different from its higher dimensional counterparts. The other
one is a solution to the Einstein’s equations, Anti-de Sitter spacetime, whose properties allow for
a description in terms of a dual field theory.

Throughout this first part we will comment on the several hints for the AdS/CFT correspon-
dence, although we will not get into much detail for now. Later on we will devote some time for
more explicit checks.

2.1.1 Three dimensional gravity

General Relativity has at its core the Einstein’s equations:

Gµν =
8πG
c2 Tµν, Gµν = Rµν −

1
2
gµνR + gµνΛ. (2.1)

3



Given a distribution of matter described by the energy-momentum tensor Tµν, these equations can
be used to obtain the metric of the spacetime gµν. However, this is not unique: different metrics
can lead to the same Einstein tensor, hence same Tµν. Another way to see this is counting the
(non-zero) independent components of the curvature tensors:

dim(M) Riemann Ricci

n 1
12 n2(n2 − 1) 1

2 n(n + 1)

3 6 6

4 20 10

Table 2.1: Number of independent non-zero components of the Riemann and Ricci tensors

As easily observed in Table 2.1, the Riemann tensor has more components than the Ricci from
dimension 4 and above. However, Einstein’s equations only make use of the Ricci tensor, which
is the “diagonal part” of the Riemann tensor. The off-diagonal part of the Riemann, so important
that it has been given a name, the Weil tensor Wµ

νρσ , is not specified in the usual 4d General
Relativity, i.e. there is no analog of the Einstein’s equations fixing the Weil tensor. A very clear
example of why this fact is relevant is considering vacuum solutions, Tµν = 0. In this setting there
are different inequivalent solutions, such as flat space, gravitational waves or Schwarzschild. All
those solutions differ in their respective Weyl tensor.

But this is not the case at hand. Three dimensional gravity is said to be a theory with no
propagating degrees of freedom: Einstein’s equations completely specify the Riemann tensor and
the Weyl tensor vanishes identically. This has important consequences: consider the same example
as before, the vacuum Einstein equations. Their solution is (almost) unique, hence there are no
degrees of freedom that we need to specify as in the 4d case.

Why is it almost unique, then? First of all, the solution is unique up to diffeomorphisms. But
something less trivial is that the above discussion is at the level of the metric, and the metric
is a local object. This means that the metric is not aware of the topology of the space (a very
simple example is the cylinder, whose metric is exactly that of 2d flat space, with a topological
identification), hence one might find solutions with different topology, but same local information.
We will see this come into play when we discuss the BTZ black hole.

2.1.2 Anti-de Sitter spacetime

Anti-de Sitter spacetime is a vacuum solution to the Einstein equations, with the presence of a
negative cosmological constant, Λ < 0. It is named after Willem de Sitter, the first one to study
this spacetime (along with the Λ > 0 case, dubbed de Sitter). In what follows, we will generally be
more interested in describing this solution in terms of the AdS radius, `, which in three dimensions
is related to the cosmological constant by Λ = −1/`2.

Both de Sitter and Anti-de Sitter spacetimes are maximally symmetric spaces, meaning that
they have the same number of isometries as flat (Minkowski) spacetime, i.e. the same number
of Killing vectors. While the Poincaré group SO(1, 3) is the symmetry group of four-dimensional
Minkowski space, the symmetry group associated to the spacetime we are interested in, three-
dimensional AdS, is SO(2, 2). Surprisingly enough, this is precisely the conformal group in two
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dimensions, a strong hint for the AdS/CFT duality. An utterly important feature of this group is
the isomorphism SO(2, 2) ' SL(2, R) × SL(2, R). We will explain the importance of this property in
the next chapter, as it will be used throughout this thesis.

Coordinate patches

The most important coordinate patches of Anti-de Sitter spacetime are Global AdS3, whose metric
is given as

ds2
Glob = −

(
r2

`2 + 1
)

dt2 +

(
r2

`2 + 1
)−1

dr2 + r2 dφ2, (2.2)

and Poincaré AdS3, with metric

ds2
Poin = −

r2

`
dt2 +

`2

r2 dr2 +
r2

`2 dφ2. (2.3)

where in both cases the coordinates take the usual range, t ∈ R, r ∈ R+, φ ∈ [0, 2π]. (another
important patch is Rindler AdS3 but we will not be interested in that case).

The relevance of these two patches is that they describe different AdS boundaries1 at r → ∞.
Global AdS3 has a boundary with the topology of a cylinder, whose non-compact direction is the
timelike one. The Poincaré patch describes a subset of Global AdS3 and has (polar) Minkowski
spacetime as its boundary. This difference is important for the CFT description, as it will be the
source of the distinction between the CFT defined on a plane or on a cylinder (although they are
conformally related).

Figure 2.1: Sketch of Global AdS3 with the Poincaré patch inside, where it can be seen that this
patch asymptotes to a rhombus, which is the Penrose diagram of Minkowski spacetime.

We should stress an important characteristic of AdS, namely that its aforementioned boundary
is timelike: it contains a time direction. This is something one does not find in, for instance, the
conformal de Sitter boundary, and is one of the reasons why it is hard to realize holography in
settings other than AdS, as it is not clear how to define a Quantum Field Theory without time.

1From now on, when we talk about the boundary of Anti-de Sitter spacetime it will be understood that it is a
conformal boundary.
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2.2 BTZ black hole

The above discussion on three dimensional gravity, and its lack of degrees of freedom, should raise
some eyebrows if we begin to discuss black holes. In fact, it came as a surprise to the scientific
community when a black hole solution in three dimensions was found. We will now discuss why
this is not in conflict with the topological nature of three dimensional gravity and the properties
of said solution.

The BTZ black hole [7], found by M. Bañados, C. Teittelboim and J. Zanelli, is a solution to the
Einstein’s equations in the vacuum with a negative cosmological constant. It is described by the
metric

ds2
BTZ = −N2dt2 + N−2dr2 + r2(Nϕdt + dϕ)2, (2.4)

where N and Nφ are, respectively, the lapse and shift functions, with the following form2

N2(r) = −8MG +
r2

`2 +
16G2J2

r2 , Nϕ(r) = −
4GJ
r2 . (2.5)

where M and J are, respectively, the mass and angular momentum of the black hole. These are
the charges corresponding to the Killing vectors ∂t and ∂ϕ at infinity.

Before studying its properties, we need to address why is this even an allowed solution. The
reason is that this is really Global AdS (2.2) in disguise. More precisely, this solution corresponds
to a conical deficit or singularity in Global AdS3, coming from a topological identification, which
doesn’t change the local structure seen by the metric. The easiest way to see that is considering the
non-rotating solution (J = 0) and checking that it can be obtained by a topological identification in
Global AdS3 by ϕ ∼ ϕ + 2πα, α ∈ (0, 1), followed by a redefinition of the coordinates. The conical
deficit parameter can be then shown to be related to the mass as α2 = −8MG. The rotating case is
analogous, but including another identification in the time direction.

2.2.1 Structure and spectrum

The next task is understanding why it is a black hole solution. There are two geometrically char-
acteristic features of a black hole in General Relativity:

1. Singularity: The r = 0 curvature singularity is not present in the BTZ case. The above
reasoning for the BTZ being locally AdS implies that the black hole has constant negative
curvature, everywhere including at r = 0. In fact, if one computes the Kretschmann invariant
RαβγδRαβγδ = 12

`2 , it is clear that this spacetime is not singular at the origin.

This is no reason to dismiss this solution, as the singularity is not expected to be physical
even in Schwarzschild: quantum gravity effects are supposed to take care of the singular
behaviour.

2. Event horizon: This is the true distinguishing feature of a black hole, located where the
metric is singular. For the BTZ this happens at radius

r± = `
4MG ©­«1 ±

√
1 −

(
J

M`

)2ª®¬


1/2

. (2.6)

2Note that I will be following the convention of [13] instead of the original ones.
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The singularity located at r+ is the null surface corresponding to an event horizon, as further
inside the black hole, r < r+ the time and radial coordinates exchange their roles, one would
need to travel back in time (hence at a speed greater than the speed of light) in order to
get out. We can draw its Penrose diagram, which for the J = 0 case resembles that of the
Schwarzschild’s black hole (Figure 2.2).

Figure 2.2: Penrose diagram for the
non-rotating BTZ solution, where the
non-singular behaviour at r = 0 has
been made explicit. Figure from [13].

As in the four-dimensional counterpart, the event horizon will play a very important role
when studying the thermodynamics of the black hole in the next subsection.

The rotating solution has an extra layer of complexity, as it shares with the Kerr black hole the
existence of a surrounding ergosphere, which in this case is located at the vanishing of the gtt
component of the metric, rerg = `

√
8MG. Observers at r+ < rerg will then experience frame-

dragging due to the black hole’s rotation. The Penrose diagram for this rotating solution is
also similar to that of the Kerr’s black hole.

We can already discuss the spectrum of this black hole, that is, the allowed values of mass and
angular momentum such that this solution is physically sound. Clearly, the existence of the event
horizon r+ imposes the conditions |J | ≤ M`& M > 0, coming from (2.6). The bound is saturated
for the extremal black hole case, when the black hole’s angular momentum is equal to its mass.
The only stable solution for M < 0 (meaning that there is no conical singularity nor closed timelike
curves) occurs for J = 0, M = −1/8G: we recover Global AdS3. This was to be expected, as the
argument relating the conical deficit angle with the mass implies that there is no conical singularity
for α = 1, which is precisely what we just found.

2.2.2 Thermodynamics

It is very well known that black holes are systems in thermal equilibrium, with the BTZ being no
exception. There are several ways to compute the temperature associated to them; in the original
paper [7] it is done via thermodynamical arguments relying on the Euclidean action, however
in the present case it will be more instructive to discuss the so-called “smoothness in Euclidean
signature” method.

To make things simple, let us discuss the procedure for the static (J = 0) BTZ case, although it
can be generalized for the stationary case. The procedure goes as follows: first, we will omit the
angular part of the metric (2.4), it will be of no importance here due to the rotational invariance.
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Next, we expand the metric around the horizon, r → ε + r+, ε � 1, located at r+ =
√

8MG`

ds2 =

(
8MG −

r2

`2

)
dt2 +

(
−8MG +

r2

`2

)−1

dr2 r→ε+r+
−−−−−−→ −

(
��ε2 + 2r+ε

`2

)
dt2 +

(
��ε2 + 2r+ε

`2

)−1

dε2 (2.7)

where we have dismissed the subleading terms. If we now change to Euclidean signature t → iτ
and redefine the radial coordinate as ρ2 = 2`2ε/r+, we end up with

ds2 = dρ2 +
r2
+

`4
ρ2dτ2. (2.8)

Notice that this is nothing but the metric of a cone; as such the only way for it to be smooth
(absent of a conical singularity) is by fixing the periodicity of τ such that the resulting metric is
that of polar coordinates, ds2 = dρ2 + ρ2dφ2, φ ∈ [0, 2π), as in that case the singularity is just a
coordinate singularity rather than a geometrical one:

ρ2dφ2 =
r2
+

`4
ρ2dτ2 ⇒ τ ∈

[
0,

2π`2

r+

)
(2.9)

The inverse temperature β can be read off from the range of τ ∈ [0, β), therefore finding the tem-
perature of the non-rotating BTZ black hole. For the rotating case this procedure also agrees with
the thermodynamical computations of [7], yielding

T =
1
β
=

r2
+ − r2

−

2π`2r+
(2.10)

Another notoriously important thermodynamical quantity is the entropy, computed through usual
thermodynamical arguments as

S =
πr+
2G
=

Lh

4G
, (2.11)

where Lh is the perimeter of the event horizon. This clearly coincides with the Bekenstein-Hawking
entropy, SBH = A/4G, in the case of three spacetime dimensions.

2.3 Asymptotic Anti-de Sitter spacetimes

Figure 2.3: Rough AAdS depiction

Pure Anti-de Sitter spacetimes are well understood, one
could even say that they are trivial, as there are not many
interesting phenomena happening inside. What is more in-
teresting in the context of AdS/CFT is considering a wider
class of solutions, which contains pure AdS as a subset, but
allows for more interesting effects and geometries to hap-
pen in the bulk while preserving the AdS-like boundary (or
more concretely, its symmetries). These are the Asymptot-
ically Anti-de Sitter (AAdS) spacetimes. In order to study
them we need some kind of boundary condition, without
being too restrictive, as we want diversity in the interior,
such as black holes, galaxies, etc..
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2.3.1 Fefferman-Graham expansion

The conditions we want to impose for a spacetime to be AAdS are quite obvious:

1. It is a solution to the Einstein’s equations

2. It preserves the conformal structure at the boundary.

The way to implement these conditions in the metric was found by C. Fefferman and R. Graham
[8], and it is then coined the Fefferman-Graham expansion :

ds2
AAdS =

`2

r2 dr2 + gi j(r , xk)dxidx j = dρ+ (e2ρ/`g
(0)
i j + g

(2)
i j + ...)dxidx j −−−−→

r→∞
e2ρ/`g

(0)
i j (x

k) +O(1),

(2.12)
where in this case the i, j, k indices also include time; the isolated coordinate is here r = eρ/` ,
which is the radial coordinate, hence the conformal boundary is located at r , ρ→ ∞. This has the
following CFT interpretation: g(0) is to be identified with the metric of the CFT, which is fixed,
and transformations (diffeomorphisms) leaving this conformal boundary invariant will act non-
trivially on the subleading terms g(2), g(4)....

Luckily enough, in three dimensional gravity the expansion is truncated at g(4), being an exact
solution of Einstein’s equations. Not only that, but also this last term g(4) is fixed in terms of
g(0), g(2). This is not the only miracle, as the boundary conditions and equations of motion also
imply that g(2) is traceless and divergence-free: just as the stress-tensor. Indeed, as we will see this
interpretation will turn out to be correct.

Bañados found [9] the exact form of this expansion, in terms of the usual light-cone coordinates
x± = t ± φ (and setting ` = 1):

ds2 = dρ2 − 8πG
(
L (dx+)2 + L̄ (dx−)2

)
−

(
e2ρ + 64π2G2`L L̄ e−2ρ

)
dx+dx− , (2.13)

where L(x+), L̄(x−) are unspecified functions (which, as we mentioned before, will correspond to
the holomorphic and anti-holomorphic components of the stress tensor of the CFT) parameteriz-
ing the whole space of AAdS solutions. Spacetimes with different values of L(x+), L̄(x−) will be
inequivalent, i.e. cannot be reached via diffeomorphisms.

Previously shown solutions can be recovered with different values of these functions:

• Global: L = L̄ = 1/4π.

• Poincare: L = L̄ = 0.

• BTZ: This black hole has an AAdS behaviour. In fact, constant and positive L, L̄ corresponds
to the black hole’s mass and angular momentum by

L =
1

4π
(M − J) , L̄ =

1
4π
(M + J). (2.14)

2.3.2 Asymptotic symmetries

One of the first hints of AdS/CFT was the discovery by J.D. Brown and M. Henneaux [10] of two
copies of the Virasoro algebra in the boundary of AdS: if we study the “allowed” diffeomorphisms
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that leave said boundary invariant, the charges associated to their Killing vector satisfy two copies
of the Virasoro algebra:

[Ln, Lm] = (n −m) Ln+m +
c

12
m (m2 − 1) δm+n,0, c =

3`
4G

. (2.15)

Since then, other easier ways to compute this central charge have been developed: for instance one
can compute the boundary stress-tensor T i j from the Gibbons-Hawking and counterterm contri-
butions to the action [6],

Ti j =
1

8πG`

(
g
(2)
i j − Tr(g(2)) g(0)i j

)
(2.16)

and its trace anomaly accounts for this central charge

Tr(T) = −
c

24π
R. (2.17)

Another (more interesting in what follows) way to obtain the value of the central charge is to
consider infinitesimal diffeomorphisms ξ preserving the conformal boundary, that is, changing
the metric L g = δg = ∇(µξν) leaving g(0) invariant, but allowing for a change in the rest of the terms
of the expansion. The set of these “allowed” transformations constitutes the so-called Asymptotic
Symmetry Algebra. The most general of such transformations is

x+ → x+ + ε(x+) −
`

2
e−2ρ/`∂−ε̄(x−) (2.18a)

x− → x− + ε̄(x−) −
`

2
e−2ρ/`∂+ε(x+) (2.18b)

ρ→ ρ−
`

2
(
∂+ε(x+) + ∂−ε̄(x−)

)
(2.18c)

where the functions ε , ε̄ parameterize the infinitesimal transformation. This transformation in the
metric induces a change on L in the following way

L→ L + 2∂+εL + ε∂+L −
c

24π
∂3
+ε c =

3`
4G

. (2.19)

and analogously for L̄. But this none other than our familiar transformation law of the CFT stress-
tensor, particularly (2.19) is the transformation of the holomorphic component, hence we can iden-
tify L ∼ T++ and L̄ ∼ T−−. This is yet another check of the Asymptotic Symmetry Algebra of three
dimensional AAdS spacetimes being Vir ⊗ Vir.
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Chapter 3

Chern-Simons formulation

A very compelling reason as to why studying three dimensional gravity is its possibility to be
written as a gauge theory, namely a Chern-Simons one. As we will see, diffeomorphisms (which
are difficult to bypass in standard approaches to quantum gravity) become simple gauge trans-
formations. Hence, this formulation is useful to work out lower dimensional analogs to full 4d
gravitational problems, in a less convoluted fashion. In the present case, the motivation is differ-
ent: it will allow us to introduce higher spin gravity in a fairly simple manner, as reviewed in the
next chapter.

This formulation was first noticed by A. Achucarro and P. Townsend [11], although it was
more thoroughly explored by E. Witten in his famous paper [12], where he explicitly showed how
to construct such a gauge theory. In the following section we will show how it is done, not only to
understand this construction but also to establish all the machinery we will be needing throughout
the rest of this project. In this regard, the subsequent sections will be devoted to putting all said
machinery into work by translating into a gauge theory language the notions introduced in the
previous chapter.

Basic tools from the vielbein (frame) formulation of General Relativity will be employed, for
the inexperienced reader we refer them to Appendix A for a short and self-contained introduction
of the main features and techniques we will need. We will also frequently use the SL(2, R) group
and sl(2, R) algebra, whose conventions can be found in Appendix B. For a more exhaustive review
of the topics covered here, we refer to [13, 14].

3.1 Chern-Simons action for 3d gravity

Ever since the development of gauge theories in particle physics, physicists attempted to make
sense of gravity as a gauge theory. General Relativity is invariant under diffeomorphisms, how-
ever if we want to translate this into a gauge theory, we need invariance under local (gauge)
transformations, which diffeomorphisms are not.

In the frame formulation of gravity, in terms of vielbein eµa and spin connection ωµab, General
Relativity is manifestly invariant under local gauge transformations, with gauge group ISO(1, d −
1), which is the d-dimensional Lorentz group + translations. If we introduce a cosmological con-
stant Λ , 0, then in three dimensions the group is changed from ISO(1, 2) to either SO(1, 3) if Λ > 0
(corresponding to a de-Sitter space) or, if Λ < 0 then the group becomes the one corresponding to
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Anti-de Sitter space, SO(2, 2), as we discussed in the previous chapter. From this point on we will
focus on the latter case.

Action

One would want to think of the vielbein and spin connection as gauge fields for translations and
rotations, respectively, which combined in some way would give rise to the Einstein-Hilbert action
from a gauge theory Lagrangian. This can be done explicitly in three dimensions, as we shall now
review.

First, we need to formulate the Einstein-Hilbert action in terms of frame fields. In this lan-
guage, this action becomes

IEH[g, Γ] =
1

16πG

∫
M

d3x
√
−g(R − 2Λ) =

1
16πG

∫
M

εabc(ea ∧ Rbc −
Λ

3
ea ∧ eb ∧ ec), (3.1)

where εabc is the Levi-Civita tensor. This action is sometimes referred to as the “tetradic Palatini
action”. In the usual Palatini action of General Relativity, the Christoffel symbols are regarded as
separate variables to minimize independently from the metric and the variation with respect to
them yields the torsion-free constraint. Here, in its tetradic version, we have a similar situation, a
first order action where the variables to minimize are the vielbein and the spin connection and the
resulting equations of motion are also Einstein’s equations and the torsion-free condition, but this
time in vielbein language.

As we have mentioned earlier, the idea is to map this action to a gauge one. We know that the
Riemann tensor is expressed in terms of the spin connection, schematically as R = dω+ω∧ω. This
suggests that the action has the form

∫
e ∧ (dω +ω ∧ω + e ∧ e), which seems somewhat similar to

the Chern-Simons action with gauge group G:

ICS[A] =
k

4π

∫
M

Tr(A∧ dA +
2
3
A∧A∧A), (3.2)

where A is a g-valued connection, g being the Lie algebra associated to the gauge group G. “Tr”
we mean the non-degenerate quadratic bilinear on g: once we choose a basis in the Lie algebra
A = AaTa, then the bilinear plays the role of the metric in the Lie algebra (the so-called Killing
form), dab = Tr(TaTb).

Witten showed in his seminal paper [12] that both actions are equal up to boundary contribu-
tions, if we take the gauge field to be A = eaPa + ω

aJa ∈ so(2, 2), where we have introduced the
dual spin connection via εabcωc = −ω

ab (and similarly for Ja). However, we will find more useful
to remember that SO(2, 2) ' SL(2, R) × SL(2, R), which allows us to split the gauge group into two
non-interacting copies, with each connection defined in the Lie algebra associated to each copy.
This results in

IEH[e,ω] ' ICS[A] − ICS[Ā] (3.3)

(which is an equality up to boundary terms), and the connections that yield this result are

Aµ =
(
ωµ

a +
1
`

eµa
)

Ja, Āµ =
(
ωµ

a −
1
`

eµa
)

Ja ∈ sl(2, R) (3.4)
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3.1.1 Chern-Simons theory

Before proceeding, it is worth explaining the main features of the Chern-Simons action (3.2). This
action is derived from the more general action

I ∝
∫
N

Tr(F ∧ F), (3.5)

for a general 4d manifold N, where F = dA+ A∧ A is the field strength associated to the connection
A, sometimes called its curvature. It is a simple exercise to show that the integrand is a total
derivative: F ∧ F = d(A∧ dA + 2

3 A∧ A∧ A). Hence, if the manifold has a 3d boundary M = ∂N,
then the action can be written as (3.2).

Notice an important fact: in common gauge theories (e.g. QCD, QED) the Yang-Mills La-
grangian L ∝ F ∧?F ∝ FµνFµν also contains a product of field strengths. As the field strength is
gauge invariant, both the Yang-Mills and the Chern-Simons Lagrangians will be gauge invariant.
However, there is an important difference between the two theories: the Yang-Mills Lagrangian
requires a metric (hidden in the definition of the Hodge star, i.e. in the raising of indices), while
the Chern-Simons one does not! This has the remarkable consequence of the Chern-Simons path
integral (3.5) being a topological invariant and the observables computed from that action will
also be topological invariants.

However, as we said the correspondence between (3.2) and (3.5) is through a total derivative,
hence the action (3.2) might not be gauge invariant. If we consider a quantum gravity partition
function, with this action in the exponent, the story is slightly different. The requirement that the
partition function be gauge invariant implies that the Chern-Simons level k has to be quantized.
In the present discussion this is not something we care about, however the equivalence between
the Einstein-Hilbert and the Chern-Simons actions does impose a condition on the level k relating
it to Newton’s constant, namely k = `/4G.

The equations of motion corresponding to this action can be derived from both Lagrangians.
In the light of (3.5), it is trivial to obtain

F = 0⇒ Fa = dAa +
1
2
εabcAb ∧ Ac = 0 (3.6)

(this can also be derived from (3.2) varying the connection). Therefore, Chern-Simons theory can
be thought of as a theory of flat connections, meaning that the connections satisfying the equations
of motion are locally “pure gauge”:

A = g−1dg. (3.7)

The obstructions for this local statement to be global are the holonomies, as we will explain when
discussing the BTZ thermodynamics in Chern-Simons language.

As announced at the beginning of the chapter, diffeomorphisms are equivalent to gauge trans-
formations within this setting. Let us now demonstrate it. Consider the Lie derivative of the
connection,

Lξ A = d(ξ · A) + ξdA = DA(ξ · A) + ξ · F, DA(λ) = dλ + [λ, A] (3.8)

On-shell F = 0, hence it corresponds to a gauge transformation with parameter λa = ξµAµa.1

At this point two questions arise naturally: Why doesn’t this work in four dimensions and
why has the gauge action turned out to be the Chern-Simons one? To answer the first one, for

1It is more tedious, but it can also be shown for the metric. For an explicit derivation, see [13].
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simplicity in four dimensional Minkowski spacetime, it should be noted that the Einstein-Hilbert
action can be written as

∫
e ∧ e ∧ R, implying that an action of the form

∫
A ∧ A ∧ (dA + A2), for

some connection A, would be needed, but there is no action like this one in gauge theory, i.e. it is
not gauge invariant. As for why this gauge action is the Chern-Simons one, this fact shouldn’t be
that surprising: as we saw in Chapter 2, three dimensional gravity doesn’t have bulk degrees of
freedom, therefore a theory with flat connections is the best candidate to represent it.

3.1.2 Equations of motion

From now until the end of the chapter, our task will be to reproduce the results described in the
previous section, from a gauge theory perspective. The reason behind this change of viewpoint
will become clear after we introduce higher spin fields coupled to gravity in the next chapter. In
short, the main issue in those settings is that the metric is no longer a gauge invariant object and
therefore anything built from it might even be meaningless, hence we need gauge independent
tools.

The first example of this that we will show is the derivation of the equations of motion of
gravity (Einstein’s equations and the torsion-free condition) from a gauge independent perspec-
tive. Chern-Simons’ equations of motion are, as we mentioned earlier, flat connections, therefore
F[A] = 0 and F[Ā] = 0. We can combine them to obtain the desired result,

Fa[A] + Fa[Ā] = 2Ra −Λεabceb ∧ ec = 0, (3.9)

which are the Einstein’s equations in the vacuum and

1
2`
(Fa[A] − Fa[Ā]) = dea + εabceb ∧ωc = Ta = 0, (3.10)

which is the torsion-free condition, both in terms of frame fields.
In the following sections we will take a slightly different route than in the last chapter: we

will first study the notion of an Asymptotically Anti-de Sitter spacetime and its properties from a
gauge theory perspective, to then move on to the particular case of the BTZ black hole.

3.2 Asymptotically Anti-de Sitter connections

It has already been stressed that we are mainly interested in spacetimes that asymptote to Anti-de
Sitter. We must first deal with Chern-Simons theory in the presence of a boundary, in order to
do this we will follow reviews such as the ones found in [9, 15]. Assuming the spacetime has the
topology of a cylinder, M = R×D, where R is the time direction and the boundary of D is ∂D = S1,
we can write the action in Hamiltonian (2+1) form,

ICS =
k

4π

∫
M

dt ∧ dxi ∧ dx j Tr(AtFi j − Ai
ÛAj) (3.11)

From this we learn that Ai are the dynamical fields of the theory, while At is a Lagrange multiplier.
The variation of this action is not zero, it leaves us with the following boundary contribution

δICS =

∫
M

(e.o.m.) δA−
k

4π

∫
R×S1

dx+ ∧ dx− Tr(A+δA− − A−δA+), (3.12)
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where we have introduced lightcone coordinates x± = t ± φ. The first choice we will impose, such
that the boundary term vanishes and which is sensibly motivated by the gravity description, is

A−
��
boundary = 0. (3.13)

We also need to fix the gauge: for that we impose, without loss of generality,

Aρ = b−1(ρ)∂ρb(ρ). (3.14)

The equations of motion Fρφ = Fρt = 0 then imply

Aφ(t, ρ, φ) = b−1(ρ)aφ(t, φ)b(ρ), (3.15a)

At (t, ρ, φ) = b−1(ρ)at (t, φ)b(ρ), (3.15b)

however (3.13) forces them to be Aφ = At at the boundary, and the above equations imply that this
is also the case in the bulk, at least on-shell, therefore

A− ≡ 0 everywhere. (3.16)

Asymptotic Anti-de Sitter

The most general metric for an AAdS3 spacetime was given in the previous chapter, (2.13). One
can construct the connections associated to this spacetime as

A = b−1(ρ)

(
L1 +

2π
k
L(x+) L−1

)
b(ρ)dx+ + b−1(ρ) ∂ρ b(ρ)dρ

Ā = −b(ρ)
(
L−1 +

2π
k

L̄(x−) L1

)
b−1(ρ)dx− + b(ρ) ∂ρ b−1(ρ)dρ ,

(3.17)

where b(ρ) = e ρL0 . It is no surprise that A satisfies all the above conditions, specifically (3.13) and
(3.14) in the whole space and analogously Ā. This allows us to define the “reduced connections”
a(x+), ā(x−), as those whose gauge transforms are A, Ā, i.e.

A = b−1a(x+) b+ b−1 db

Ā = b ā(x−) b−1 + b db−1 .
(3.18)

From this point of view, the radial coordinate of the spacetime “emerges” as a gauge transforma-
tion of the spacetime defined by the reduced connections.

3.2.1 Asymptotic symmetries

We want to find gauge transformations leaving the conformal structure (which is defined by the
connections at the boundary) invariant. This is an analogous statement to diffeomorphisms leav-
ing the boundary metric invariant, in Chern-Simons language. As we’re looking at this problem
with hindsight, the answer must be that the algebra of allowed gauge transformations leaving
the AdS boundary invariant must be two copies of the Virasoro algebra. Nevertheless it will be
instructive to find it explicitly.
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Firstly, notice that the two conditions needed to be satisfied, (3.16) and (3.14), are not enough to
satisfactorily parameterize the whole space of AAdS solutions. This can be clearly seen if one acts
on (3.17) repeatedly with gauge transformations, finding new connections whose shape is different
to (3.17) although still satisfying the constraints. The reason for this is that diffeomorphisms are
a subclass of all possible gauge transformations of the connections. In [15] a recipe is given to
bypass the characterization of this subclass: they impose ad hoc another boundary condition for
the connections, namely

(A− AAdS)
��
boundary = O(1), (3.19)

and similarly for Ā. These conditions are natural in the sense that their requirement is analogous
to imposing the Conformal Group (already existent in the boundary of pure AdS) be contained
within the full Asymptotic Symmetry Group.

We can now effectively compute the algebra. Following [15], a generic AAdS (reduced) con-
nection satisfying all above constraints can be cast in the form

a = L−1 +
2π
k
LL−1. (3.20)

Let us apply the most general gauge transformation, with gauge parameter

λ =

1∑
i=−1

εiLi , (3.21)

therefore δa = da + [λ, a], but restricting the parameters ε1 , ε0 , ε−1 such that the structure of (3.20)
is preserved. They then need to satisfy

ε0 = −ε′, ε−1 =
1
2
ε′′ +

2π
k
εL, (3.22)

where we define ε ≡ ε1. Under the gauge transformation with these “constrained” parameters, L
varies as

δεL = εL
′ + 2ε′L +

k
4π
ε′′′, (3.23)

which is precisely the transformation law of the stress tensor, (2.19)! From this one can compute
the charges generating this transformation

Q(λ) =
∫

dθε(θ)L(θ), (3.24)

which we can use to infer the Poison algebra structure via the transformation

δλF = {Q(λ), F} (3.25)

Following this procedure, and expanding L in Fourier modes, one finds an exact match with (2.15).
The above procedure can be followed analogously for the barred (right-sector) connection,

which confirms the presence of Vir ⊗ Vir as the Asymptotic Symmetry Algebra.
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3.3 BTZ black hole

In order to describe the BTZ black hole we will now need a pair of connections A, Ā such that the
metric they correspond to is that of the BTZ solution. One can work them out taking the inverse
procedure: one begins with a metric, reads off the vielbeins, plugs them in the Maurer-Cartan
structure equations (A.14) and solves for the spin connection components, hence having all the
information needed to construct the connections. The resulting connections for general M , J are
(3.17), with constant L, L̃ “modes”, as expected from the metric formulation (2.14).

Thermodynamical results for the BTZ can be expressed now in terms of these “modes”

β =
1
T
=
π

2

(√
k

2πL
+

√
k

2πL̄

)
, S = 2π

√
2πkL + 2π

√
2πkL̄. (3.26)

3.3.1 Holonomies and horizons

The question we want to answer now is the following: if we are given two connections A, Ā, how
do we know they correspond to a black hole? As discussed in subsection 2.2.2, a black hole’s
defining feature is the existence of an event horizon which is completely smooth when we turn to
Euclidean signature. This definition of a black hole will enable us to answer the question above.

In gauge invariant language, the sensible way to describe a smooth horizon is requiring the
connection to be single-valued when translated along the (Euclidean) time direction. But we can
take this definition a step further, making it more precise. Firstly, in Euclidean signature the topol-
ogy of the BTZ black hole is that of a solid torus, with the contractible cycle corresponding to the
angular direction and the non-contractible cycle corresponding to the time direction. Secondly,
the notion of translating a 1-form around a closed loop has a name: its holonomy. For instance,
we can consider translating vector valued 1-forms in TpM around loops with base point p, and
comparing the initial and final 1-forms (we can do it as they belong to the same tangent space)
which will yield an element of the isometry group of the space.

The Holonomy group is then a collection of all group elements obtained by translating the
connection around any loop. In the case at hand, the connections being SL(2, R)-valued implies
that their holonomies will form a subgroup of SL(2, R). The way to compute them is through a
path ordered exponential of the connection around the loop, i.e.

Holτ(A) = P exp
{∮

τ
A
}
= I +

∫ β

0
Aτdτ +

∫ β

0

∫ τ1

0
Aτ(τ1)Aτ(τ2)dτ2dτ1 + ... (3.27)

where P is the path-ordering symbol, meaning that A being a matrix (non-commutative) renders
the exponential being just a shorthand, not a real matrix exponential, as one must care about the
order of integration. However, note that in the case of constant A the path ordering doesn’t matter,
yielding a proper matrix exponential.

Joining both ingredients (the Euclidean topology of the BTZ and the notion of holonomy), the
natural requisite seems to be imposing the holonomy of the connection to be trivial, i.e. to belong
to the center of the gauge group, around the non-contractible cycle of the geometry:

Holτ(A), Holτ(Ā) ∈ Z(SL(2)). (3.28)
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This statement is usually known as “the holonomy condition”. For the BTZ this is actually the
case: if one computes explicitly the holonomies of its connections (which are constant) around the
thermal cycle, the result is

Holτ(A) = b−1Holτ(a)b = b−1eωb = b−1e2π(τaz+τ̄az̄ )b, τ =
iβ
2π

, (3.29)

If we now plug in the value of the reduced connections and the relation between charges L, L̄ and
sources τ, τ̄ (3.26), we find Holτ(A) =Holτ(Ā) = −I, which is indeed an element in the center of the
gauge group2.

Note that the alluded relation between charges and sources is something coming from the
metric formulation. Here we want to do better: instead of assuming it, it can be viewed as a
consequence of the holonomy condition, as imposing this condition will lead to the correct ther-
modynamic relation, in a gauge invariant manner. In the case of the BTZ this choice is arbitrary,
and not very insightful as it doesn’t teach us anything we didn’t know before, however it will
be our guiding light in the next section as in that case we will not have any thermodynamical
knowledge beforehand.

2The fact that it is minus the identity and not the identity itself is pointed out and explained in [16], it is related to
the presence of fermions in the spacetime, which we do not deal with here.
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Chapter 4

Higher spin theories

In this chapter we will introduce another ingredient which is included in this project: higher spin
fields coupled to gravity. We will briefly review the general theory of higher spin fields, from
the motivations and issues to their basic (free field) description, and then switch to their coupling
to gravity in three dimensions, where their study becomes drastically more tractable thanks to
the Chern-Simons formulation. By then it should be clear why were all the concepts and jargon
introduced in the last chapter so important, as the metric formulation will no longer be useful in
these settings.

Although the introduction to three dimensional higher spin gravity is usually covered in any
paper related to the subject, for the first part (general higher spin theory) we will be following
mainly [15, 17, 18].

4.1 Higher spin theory

Higher spin particles where initially studied by Dirac, Wigner, Fierz & Pauli, etc. Since their
beginning, they have been cause of physicist’s headaches for several reasons. To mention some of
them,

• The Coleman-Mandula no-go theorem: The only allowed symmetries of the S-matrix are

G = GPoincare ×Ggauge. (4.1)

This is the easiest problem to circumvent, as this no-go theorem is based on the quan-
tum field theory being embedded in Minkowski space. Indeed, if we study higher spin
fields in, say, AdS spacetime, this theorem no longer holds as we do not know what the
S-matrix is. The same applies if one considers this theorem’s supersymmetric version, the
Haag–Łopuszański–Sohnius theorem.

• Interactions:

This is the biggest issue when studying higher spin fields, as it has been proven difficult to
introduce consistent interactions between them, or with other particles, while maintaining
the degrees of freedom of the free theory. The way to find a consistent higher spin theory has
been researched for a long time, with a successful description due to M. Vasiliev [19], and
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requires the introduction of an infinite tower of higher spins and higher derivative terms (in
the action and the gauge transformations) to be consistently gauge invariant.

Having dealt with the issues, let’s have a look at some reasons why one could be interested in
them:

• Composite particles:

Nowadays, composite particles found in collider experiments are treated with form-factors,
but that is valid in the regime where exchanged momenta is bigger than the respective
masses. In the cases where it is not, a description by local actions is needed.

• Limit of massless String Theory:

Higher spin theory is closely related to String Theory: in the tensionless limit T ∼ 1/α′ → 0,
one finds that the spectrum of the theory is composed of, again, an infinite tower of particles
with higher spins (as M2 ∼ T). For this reason, it is conjectured that String Theory is nothing
but a spontaneously broken phase of an underlying higher spin gauge theory, and under-
standing them could improve our understanding of areas such as M-theory or AdS/CFT.

• Holography:

In recent years there has been an increasing interest in understanding higher spin theories
due to their interplay with holography, as they have provided some interesting examples
of such dualities. The first of these conjectures was found by I. R. Klebanov and A. M.
Polyakov relating O(N) vector models with Vasiliev’s higher spins in AdS4 [20] and later
on it was generalized for three dimensions by M. R. Gaberdiel and R. Gopakumar [21] as
a duality between three dimensional higher spin theories and certain higher spin minimal
models.

We will refer only to massless bosonic higher spin fields in the remaining.

4.1.1 Formulation of free higher spin theories

During the rest of this section we will give a short review on the free theory of higher spin fields
in 4-dimensional Minkowski spacetime, although we will see that the structure of the equations
does not depend on the dimension.

A successful formulation of these fields was given by C. Fronsdal [22], who found the equation
of motion corresponding to the propagation of free massless spin-s fields to be the vanishing of
the Fronsdal operator Fµ1...µs ,

Fµ1...µs ≡ �ϕµ1...µs − ∂(µ1 |∂
λϕ |λ...µs ) + ∂(µ1∂µ2ϕµ3...µs )λ

λ = 0, (4.2)

where ϕµ1...µs is a fully symmetric rank-s tensor describing the field and the parenthesis denote
complete symmetrization of the indices without normalization factors. This equation is left in-
variant by the following transformation

δϕµ1...µs = ∂(µ1ξµ2...µs ), (4.3)

where the gauge parameter ξµ1...µs−1 must be traceless (for s > 3), i.e.

ξµ1...µs−3 λ
λ = 0. (4.4)
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For s ≥ 4 there is yet another requirement such that the degrees of freedom are the same as the
free field ones, the so-called double-traceless constraint1 ϕµ1...µs−4 λρ

λρ = 0. Not only that, but it is
also the only way to obtain the equations of motion via a variational principle.

To give an idea of the reasoning that lead to the above equations, it is useful to remember the
well-known lower spin (s = 0, 1, 2) cases:

Field Equation of motion Gauge redundancy
Scalar φ ∂µ∂

µφ = 0 None
Maxwell field Aµ ∂µFµν = 0 δAµ = ∂µξ

Graviton gµν (linearized) Rµν = 0 δgµν = ∂µξν + ∂νξµ

Table 4.1: List of equations of motion and gauge transformations for the free s = 0, 1, 2 fields

Except for the scalar field, the rest are gauge fields with gauge redundancy eliminating spu-
rious degrees of freedom. The Fronsdal equation (4.2) arises as the natural generalization of this
table if we maintain the assumption that the equations be of second order, and the gauge redun-
dancy (4.3) of said equation is also a generalized version of those of the lower spin cases.

All the above can be modified to introduce an AdS background (see for instance [15]), hence
a coupling to gravity. In three dimensions, tensors of rank greater than one do not propagate any
local degrees of freedom, as it happened with the metric. But as we know from that case, the
asymptotic dynamics of such system are far from trivial. We will review these arguments from the
point of view of Chern-Simons theory in the next section.

4.2 Higher spin gravity

(Yet) another miracle of three-dimensional gravity is the fact that in this setting, the infinite tower
of states necessary for consistency in higher dimensions can be truncated to any finite amount (up
to N) higher spin fields coupled to gravity. In the Chern-Simons formulation, this is achieved just
by enhancing the gauge group to be SL(N , R) × SL(N , R). This is the main motivation to study the
structure of spin-3 degrees of freedom coupled to gravity, as they will provide insights for the full
theory, avoiding unnecessary complications.

In order to accommodate these spin-3 fields in the frame formalism, the notions of “generalized
vielbein” eµab and “generalized (dual) spin connection” ωµab are introduced. It can be shown [15]
that the linearized fluctuations of this generalized vielbein corresponds to the Fronsdal equations
of motion of a higher spin field.

Their gauge indices now transform under the gauge group SL(3, R), which can be realized
through generators {Ja, Tab}a,b=1,2,3, with Tab antisymmetric. It is, though, more useful to get rid
of the antisymmetric constraint by parameterizing the generators as {Li, Wn}i=0,±1, n=0,±1,±2, whose
sl(3, R) Lie algebra can be found in Appendix B. An explicit representation of this algebra (the
fundamental one), which we will use quite often, can also be found there.

The action for this theory will still be given by the Chern-Simons one, with the connections
living in the “enhanced” gauge group, while the metric and the higher spin fields are still defined

1The presence of constraints such as the ones described is an odd feature of the theory, as it seems they have to
be implemented by hand. Some suggestions have been made to reconcile this using either auxiliary fields satisfying
certain equations of motion, allowing for higher order equations of motion or renouncing locality.
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as:
gµν =

1
2

Tr(eµeν), ϕµνγ =
1
9

Tr(e(µeνeγ)). (4.5)

The interpretation of the Chern-Simons theory can be made more explicit as the coupling of a spin-
3 field to gravity, presenting the full non-linear action, obtained by expanding the Chern-Simons
action in terms of the vielbein and spin connection

I =
1

8πG

∫
M

{
ea∧

(
dωa +

1
2
εabc ω

b∧ωc − 2 εabc ωbd∧ωc
d

)
− 2 eab∧

(
dωab + εcd(a | ω

c∧ω |b)
d
)
+

1
6 `2 εabc

(
ea∧ eb∧ ec − 12 ea∧ ebd∧ ecd

)}
.

(4.6)

and field equations; those corresponding to the gravitational fields are generalizations of the Ein-
stein’s equations and the Torsion-free condition, with the spin-3 contributions

T a ≡ de a + εabc ωb ∧ ec − 4 εabc ebd ∧ωc
d = 0, (4.7a)

Ra ≡ dωa +
1
2
εabc

(
ωb ∧ωc +

eb ∧ ec
`2

)
− 2 εabc

(
ωbd ∧ωc

d +
ebd ∧ ecd

`2

)
= 0. (4.7b)

Similarly we can get equations of motion for the spin-3 fields, T ab = Rab = 0, which we do not
write explicitly but can be found in [15].

Before moving on, notice that enlarging the gauge group has an important consequence that
should not be overlooked: the spacetime metric is only invariant under the SL(2, R) subgroup: a
general SL(3, R) gauge transformation will mix the metric and the spin-3 fields in non-trivial ways.
The consequence of this fact is that geometry in the presence of higher spin is not something we
can rely on; quantities or notions built from the metric are no longer gauge invariant. We will
discuss these ideas further when we study higher spin black holes.

4.2.1 Embeddings

A remarkable feature of SL(N , R) gravity is the presence of different embeddings, which is the way
to include the SL(2, R) subgroup inside the full SL(N , R) [16, 23, 25, 24]. From the physics point of
view this choice of embedding will result in a different low energy field content and determine the
AdS3 vacuum around which linearized equations of motion are constructed. These embeddings
are not related by conjugation, therefore defining distinct extensions of General Relativity in three
dimensions. In the SL(3, R) case, the most relevant in this thesis, there are two distinct embeddings:
principal and diagonal (in SL(N , R) those embeddings are also present, among others).

The principal embedding is the most natural to construct out of the two and it was the one used
above. It corresponds to considering the generators {L0, L±1} to be those of the sl(2, R) subalgebra.
The remaining generators {W0, W±1, W±2} fall into spin-3 representations of sl(2, R)2. The spectrum
(field content) in this embedding consists of a spin-2 field (the metric) and a spin-3 field (satisfying
Fronsdal’s equation at the linearized level) (4.5).

The diagonal embedding is a rather interesting higher spin extension of General Relativity, as
its spectrum comprises fields of “lower spin”, in the sense that it clearly contains an spin-2 field

2See subsection B.2.1.
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(the metric), but the rest have spin lower than 2. This embedding is where the SL(2, R) subgroup
is chosen to be a block diagonal 2×2 matrix in SL(N , R). The remaining generators transform in
2(N − 2) spin-1/23 and (N − 2)2 spin-0 representations of SL(2, R). This embedding has an impor-
tant truncation, when the connection lies in the block diagonal SL(2, R)×U(1)N−1, therefore these
solutions correspond to AdS3 along with 2(N − 1) flat U(1) connections.

Specifically, for N = 3 the way to realize this embedding is by taking the sl(2, R) subalgebra to
be that spanned by {L0, L±1} → {

1
2 L0,±1

4W±2}. The spin-0 representation of SL(2, R) is given by W0
and comprises the U(1), spin-1 fields of the spectrum. The spin-1/2 representations of SL(2, R) are
given by {L1, W−1} and {L−1, W1}, and are responsible for spin-3/2 excitations of the spectrum.

We should mention that, as noted in [24], the diagonal embedding is not unitary: it contains
negative norm states, as the current dual to the bulk gauge field has a Kac-Moody algebra with
negative level k. For now this should not pose a problem, as throughout this and the next chapter
we will only perform semiclassical analysis of the theory.

4.2.2 Asymptotic symmetries

With AdS/CFT in mind, we will be interested in having any sort of spacetime, such that its asymp-
totics are those of Anti-de Sitter. This was reviewed in Section 3.2, where we were careful when
discussing the constraint (3.19); concretely we argued that the naturalness of this condition comes
from the fact that it enforces the Asymptotic Symmetry Group to contain the Conformal Group
SO(2, 2). Indeed, this constraint allows for more general groups, as is the case in higher spin grav-
ity.

In any case, the discussion in the aforementioned section paves us the way to quickly recap
the results in this more general setting, as they are obtained analogously to how it was previously
explained. They lead to the most general asymptotically Anti-de Sitter connections in this new
setting being

a(x+) =
(
L1 +

2π
k
L(x+)L−1 −

π

2k
W(x+)W−2

)
dx+, A = b−1a(x+) b+ b−1db

ā(x−) = −
(
L−1 +

2π
k
L̄(x−)L1 −

π

2k
W(x−)W2

)
dx−, Ā = b ā(x−) b−1 + b db−1

(4.8)

with the usual b(ρ) = e ρL0 . Notice that now there is a new set of left- and right-moving charges,
subleading in the ρ → ∞ limit, W,W and we can foresee they will have a certain transformation
law, as the stress tensor charges L, L̄ did. As in the SL(2, R) case, we can apply an infinitesimal
gauge transformation to this connection to find constraints between the parameters of the transfor-
mation such that we don’t leave the space of AAdS connections. Under the gauge transformation
with the constrained parameters (two of them independent, ε, χ), the left-moving charges trans-

3In three dimensions there is no Spin-Statistics theorem, which allows us to have half-integer spin bosons while still
having a Hamiltonian bounded from below
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form as

δεL = εL
′ + 2ε′L +

k
4π
ε′′′,

δεW = εW
′ + 3ε′W,

δχL = 2χW′ + 3χ′W,

δχW = −
1
3

[
2χL′′′ + 9χ′L′′ + 15χ′′L′ + 10χ′′′L +

k
4π

χ(5) +
64π

k
(χLL′ + χ′L2)

]
,

(4.9)

where as expected we find in the first two equations (which are the ones defining the behaviour of
the fields under conformal transformations) the transformation law of the stress tensor (2.19) and
that of a primary field of conformal weight 3, respectively.

The algebra (in terms of the Fourier modes) that corresponds to these transformations is,
through a straightforward generalization of (3.24) and (3.25), found to be

i
{
Lp,Lq

}
= (p − q)Lp+q +

c
12
(p3 − p) δp+q,0 , (4.10a)

i
{
Lp,Wq

}
= (2p − q)Wp+q , (4.10b)

i
{
Wp,Wq

}
=

1
3

[
(p − q)(2p2 + 2q2 − pq − 8)Lp+q +

96
c
(p − q)Λp+q

+
c

12
p(p2 − 1)(p2 − 4) δp+q,0

]
, (4.10c)

where Λp is defined as
Λp ≡

∑
q∈Z

Lp+qL−q . (4.11)

This algebra goes by the name of classical4 W3-algebra and it is a non-linear extension to the
Virasoro algebra, containing a spin-2 generator (the stress-tensor) and a spin-3 generator (the W

field). The same algebra is found for the right-moving modes, therefore we find the Asymptotic
Symmetry Algebra of spin-3 gravity to be W3 ⊗W3 instead of Vir ⊗ Vir.

This analysis can be carried out for the diagonal embedding [26], resulting in the Bershadsky-
Polyakov algebra, also known as W(2)3 -algebra, therefore finding the Asymptotic Symmetry Alge-
bra of the spin-3 gravity in the diagonal embedding to be W

(2)
3 ×W

(2)
3 .

4.2.3 Black holes and the lack of geometry

It is interesting to think about black hole solutions in higher spin gravity, as they will provide
useful insights on the features of the spacetime in the presence of these higher spin fields. Indeed,
we have been claiming throughout this thesis the breakdown of traditional geometric notions such
as horizons, curvature, etc, and higher spin black holes are the example of this feature. We thus
need some way to describe them in a gauge invariant manner.

First of all, it should be noted that there is a trivial black hole in higher spin gravity: the usual
BTZ embedded in spin-3 gravity, i.e. the connections (3.17) with constant charges L, L̄ and sl(3, R)-
valued. It is of course a black hole solution, a boring one nonetheless. What we are seeking here
is a higher spin black hole, carrying higher spin charge along with mass and angular momentum.

4The quantum version involves modifications coming from the normal ordering of the modes in Λp . We do not
worry about that here.
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Before studying actual examples of black hole solutions in higher spin gravity it is worth un-
derstanding how to define them, in other words, what do we expect from them before even at-
tempting to find them. In the literature a set of guiding principles have been put forward with
this purpose [16, 27, 28, 29]

1. They should have a smooth BTZ limit. This is a natural condition as the BTZ is also a solution
of the theory, with mass and angular momentum independent of the higher spin charges.

2. They should have an event horizon in Lorentzian signature, smooth in Euclidean. As ex-
plained in the previous chapter, we will translate these conditions to the Chern-Simons for-
mulation through the use of holonomies.

3. They should have a consistent thermodynamical interpretation. In this context we will ex-
pect the solutions to satisfy certain integrability conditions.

We will discuss these requirements in more detail as we go along. We should also mention that in
the principal embedding we will focus on the first higher spin black hole discovered [27], although
it is now known that there are other solutions such as the one found in [23], which exhibit different
properties.

Principal embedding

Let us discuss a black hole solution actually carrying spin-3 charges. Its systematic characteriza-
tion was carried out in [27, 28] and reviewed in [29]. However, soon after this discovery, a tension
between the results computed originally and those computed for the same solution by other meth-
ods appeared. Over the next years this dissonance has been well understood and resolved [25, 30].

In the original paper [27], the first higher spin black hole solution was constructed by invok-
ing the AdS/CFT correspondence: a W3 ×W3-extended CFT has by definition a dimension (3,0)
primary W and a dimension (0,3) primary W. They are included in the action as

ICFT → ICFT +

∫
dx2µ(x)W(x) +

∫
dx2 µ̄(x)W(x), (4.12)

therefore they are a deformation of the CFT. However, notice that this is an irrelevant deformation,
as the operators have scaling dimension 3. Via the AdS/CFT dictionary, sources are identified with
boundary conditions in the bulk spacetime. This means that the notion of an Asymptotically AdS3
spacetime analyzed in the previous subsection is not applicable: it needs to be generalized. They
propose reduced connections of the form

a =
(
L1 −

2π
k
LL−1 −

π

2k
WW−2

)
dx+ +

(
µW2 + w1W1 + w0W0 + w−1W−1 + w−2W−2 + `L−1

)
dx−,

ā = −
(
L−1 −

2π
k
L̄L1 −

π

2k
WW2

)
dx− −

(
µ̄W−2 + w̄−1W−1 + w̄0W0 + w̄1W1 + w̄2W2 + ¯̀L1

)
dx+

(4.13)

and whose full connection is A = b−1ab+ b−1db with the same radial gauge function b(ρ) (likewise
for the barred connection). The meaning of these new generalized AAdS3 connections is that
they correspond to a different UV (due to the introduction of the irrelevant operators). While the
undeformed theory asymptotes to AdS3 with radius `, the deformed one corresponds to a theory
with `/2.
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All the unspecified functions L,W, µ, etc can depend on x±, but not ρ. They are also not inde-
pendent, they are constrained by the bulk equations of motion (the flatness of the connections).
Through the use of Ward identities the authors of [27] are able to show that L,W correspond to
the deformed CFT’s spin-2 and spin-3 primaries, respectively, while µ corresponds to the spin-3
source. This was also necessary for a consistent holographic dictionary of such solutions.

A black hole solution is required to be stationary, therefore all the parameters in the solution
are constant. Once this is taken into account and after imposing the equations of motion, one finds
the black hole solution5

a =
(
L1 −

2π
k
LL−1 −

π

2k
WW−2

)
dx+ + µ

(
W2 −

4πL
k

W0 +
4π2L2

k2 W−2 +
4πW

k
L−1

)
dx−,

ā = −
(
L−1 −

2π
k
L̄L1 −

π

2k
WW2

)
dx− + µ̄

(
W−2 −

4πL̄
k

W0 +
4π2L̄2

k2 W2 +
4πW

k
L1

)
dx+.

(4.14)

Clearly, these connections satisfy requirement 1, as they have a smooth BTZ limit, namely that
with all higher spin parameters turned off: µ, µ̄,W,W → 0. It is straightforward to compute the
metric associated to these connections6, which indeed goes as e4ρ/` for µµ̄ , 0 instead of e2ρ/` , as
observed before.

• Integrability condition: higher spin black holes are to be thought of as contributing to a
generalized partition function, including the chemical potentials conjugate to L,W and the
barred counterparts.

Z[τ,α, τ̄, ᾱ] = Tr e4π2i[τL−τ̄L̄+αW−ᾱW] = TrCFT qL0−
c
24 q̄L̄0−

c
24 uW0 ūW̄0 (4.15)

where the last equality follows from the AdS dictionary, with q ≡ e2πiτ , u ≡ e2πiα. Here τ
and α = τ̄µ are potentials conjugate to the L,W charges, respectively. In the BTZ case, the
solution is labelled by either τ or L, as they are related. Here we need a similar assignment
(L,W) → (τα). The charges, from the CFT point of view, are expectation values

L = 〈L〉 = −
i

4π2
∂ ln Z
∂τ

, W = 〈W〉 = −
i

4π2
∂ ln Z
∂α

. (4.16)

This leads to a constraint, needed for a consistent thermodynamical interpretation

∂L

∂α
=
∂W

∂τ
. (4.17)

The fulfillment of this constraint is equivalent to saying that the black hole obeys the first
law of thermodynamics, therefore satisfying requirement 3. Needless to say, this discussion
applies analogously to the barred quantities.

• Absence of conical singularity vs holonomy condition: let us discuss the non-rotating solu-

tion, hence µ̄ = −µ, L̄ = L, W = −W. From the connections (4.14) one can construct the

5These connections are sometimes seen in the literature written in Euclidean signature, which amounts to sending
x+ → z, x− → −z̄.

6We will not display it here as it does not give us any more insights than (4.18), the non-rotating version.
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metric

ds2 = dρ2 −F(ρ)dt2 + G(ρ)dφ2,

F(ρ) =
(
2µe2ρ +

π

k
We−2ρ −

8π2

k2 µL2e−2ρ)2
+

(
eρ −

2π
k
Le−ρ +

4π
k
µWe−ρ

)2,

G(ρ) =
(
eρ +

2π
k
Le−ρ +

4π
k
µWe−ρ

)2
+ 4

(
µe2ρ +

π

2k
We−2ρ +

4π2

k2 µL2e−2ρ)2
+

4
3

(
4π
k

)2

µ2L2,

(4.18)

and find where the gtt = F(ρ) component vanishes; that is, where the event horizon is lo-
cated. There are two possibilities, the first one corresponds to the BTZ limit (W = 0), which
we dismiss as it is not what we are looking for. The other one requires

k + 32µ2π(µW −L) = 0, (4.19)

so that the gtt component indeed vanishes. As in the BTZ case, one can expand the metric
around the event horizon, which is located at eρ+ =

√
(2πL − 4πµW)/k, and read off the

temperature after demanding the absence of a conical singularity. That along with (4.19)
leads to problematic values of W,L in terms of µ, β: on the one hand, they diverge when
µ → 0 (which contradicts requirement 1), on the other hand they violate the integrability
condition, therefore contradicting requirement 3.

It is clear that the absence of a conical singularity, a procedure working without obstructions
for the BTZ, is not valid in this context anymore. The holonomy condition prescribed in the
previous chapter is brought into play now, shining due to its gauge invariance. Consider
the holonomy of the connections (back to the rotating case) around the identified Euclidean
coordinates (z, z̄) ∼ (z + 2πτ, z̄ + 2πτ̄). As the reduced connections are constant they expo-
nentiate dismissing the path ordering, while the radial function β appears as a conjugation

Holτ,τ̄(A) = b−1eωb, ω = 2π(τa+ − τ̄a−) (4.20a)

Holτ,τ̄(Ā) = beω̄b−1, ω̄ = 2π(τā+ − τ̄ā−) (4.20b)

Indeed, in [27] it is claimed that the correct characterization of a smooth horizon is rep-
resented by the imposition that the holonomy is trivial in the sense that the eigenvalues of
ω, ω̄ are demanded to be (2πi, 0,−2πi) as in the BTZ. To remove the ambiguity of the ordering
of these eigenvalues, it is better to package this information in the following equations:

det(ω) = 0, Tr(ω2) + 8π2 = 0, det(ω̄) = 0, Tr(ω̄2) + 8π2 = 0. (4.21)

These conditions, for the connections (4.14) lead to

0 = 2048π2α3L3 − 576πkτ2αL2 − 864πkα2τWL − 864πkα3W2 − 27k2τ3W, (4.22a)

0 = −256π2α2L2 − 24πkτ2L − 72πkταW − 3k2 (4.22b)

and similar for the barred counterparts. By suitably applying derivatives to these equations
with respect to α, τ, one can show that the charges L,W do satisfy the integrability condition
(4.17).
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The authors use this consistency check as strong evidence7 that the holonomy condition is
the correct characterization of the black hole charges.

However this has an important implication: this charge assignment leads to a metric (4.18)
which does not have an event horizon! This solution is actually named the “wormhole
solution”, and we can actually gauge transform it to one carrying an event horizon [28].
This, however, renders the notion of an event horizon meaningless. There is therefore no
analogue of the area law in higher spin gravity, but that does not mean that we cannot
compute the black hole’s entropy.

For what follows it will be interesting to solve (4.22), leaving the solution in terms of a pa-
rameter C as

W =
4(C − 1)

C3/2
L

√
L

k
, µ =

3
√

C
4(2C − 3)

√
k
L

, L =
kπ2

β2
C(3 − 2C)2

(C − 3)2(4C − 3)
. (4.23)

The BTZ limit (requirement 1) is achieved in the C →∞ limit.

• Black hole entropy

There are different ways to compute the entropy of a higher spin black hole; when these
computations were carried out two distinct results for said entropy were found, depending
on the method used. We will now briefly show why it arises and later explain how it is
understood. In [25] this quantity is computed via the free energy F = −T log Z , where the
partition function is obtained from the Euclidean on-shell action (supplemented by suitable
boundary terms). They found that this entropy takes the form

S = 2πkTr f [(λφ − λ̄φ)L0], (4.24)

where λφ is the eigenvalue matrix of aφ, likewise for λ̄φ. The entropy just depends on the
eigenvalues along the non-contractible circle φ, which is natural from the point of view of
the holonomy characterizing the black hole.

If one evaluates it for the non-rotating case (λ̄φ = −λφ), with eigenvalues

λφ = 2

√
L

kC
diag

(
3 +C(

√
4C − 3 − 2)

2C − 3
, 2,

3 −C(
√

4C − 3 − 2)
2C − 3

)
, (4.25)

the result found is

Scan = 4π
√
L

(
1 −

3
2C

)−1 √
1 −

3
4C

, (4.26)

which does have a good BTZ limit, C →∞. This is the so-called canonical entropy. However
this disagrees with the entropy obtained in [27] from the partition function (4.15), which is

Sholo = 4π
√
L

√
1 −

3
4C

. (4.27)

7They also check that the triviality of the holonomy leads to a correct smoothness condition for the linearized spin-3
field, providing further support for the claim. See [27] for the details.
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This entropy is instead captured by [25]

S = 2πkTr[(λz − λ̄z̄)L0] (4.28)

and is referred to as holomorphic entropy.

This difference can be traced back to the µ-deformation required for the black hole thermody-
namical description, which we discussed before. In the original paper [27] the deformation
is introduced in the Lagrangian (4.12). However the deformation can be introduced in the
Hamiltonian instead

HCFT → HCFT +

∫
dφµW +

∫
dφµ̄W. (4.29)

The former is more natural from the CFT point of view due to the holomorphic and anti-
holomorphic structures of 2d CFT, the latter is more natural in the bulk, if one considers
constant time slices where the Hamiltonian is defined. Both answers are backed up with dif-
ferent computations, which depend on whether they rely on the Lagrangian or the Hamil-
tonian. The reason for the discrepancy is because the relation between the Lagrangian and
Hamiltonian is via a Legendre transform, which is non-trivial if one considers spin-3 or
higher deformations.

Diagonal embedding

It is also interesting to discuss the diagonal embedding black hole due to its simplicity and striking
similarity to the BTZ. Such a solution was first found in [16] and has the following connections

a = (W2 +ωW−2 − q W0)dx+ +
η

2
W0 dx−, b(ρ) = eρL0 ,

ā = (W−2 +ωW2 − q W0)dx− +
η

2
W0 dx+.

(4.30)

This solution corresponds to a black hole with mass w, whose metric is

ds2 = dρ2 − 4
(
e2ρ − we−2ρ

)2
dt2 + 4

(
e2ρ + we−2ρ

)2
dφ2 , (4.31)

charged under the U(1) fields

χ = −qdx+ +
η

2
dx− , χ̄ = −qdx− +

η

2
dx+ . (4.32)

The trivial holonomy condition yields

exp
(∫ 2πβ

0
Aτdτ

)
, exp

(∫ 2πβ

0
Āτdτ

)
→ η = 2q , β =

1
8
√
w

. (4.33)

The thermodynamical analysis for this black hole can be carried out, finding the usual Bekenstein-
Hawking entropy

S =
2π`r+

4G
=

8π`
√
w

4G
=

A
4G

, (4.34)

In this case there is no issue like that of the principal embedding, as the field content in this embed-
ding does not include spin-3 charges, therefore the Legendre transform between the Hamiltonian
and Lagrangian is trivial.
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Chapter 5

Wilson lines in Einstein gravity

In 2013, two alternative proposals to the Ryu-Takayanagi formula [1] (relating the Entanglement
Entropy of a CFT to the area of a minimal surface in AdS whose endpoints lie on the CFT bound-
ary) were raised for the case of three-dimensional gravity, one of them by Jan de Boer and Juan I.
Jottar [3], and the other one by Martin Ammon, Alejandra Castro, and Nabil Iqbal [2]. Here we
will focus on the latter (although they were later proven to be equivalent [32]). The importance
of these proposals lie in the explicit use of the topological features of three dimensional gravity,
instead of the geometrical ones, which might be inaccessible in other settings, as we will explore
in the next chapter.

We will begin by introducing Wilson lines, from basic definitions to their suitability when it
comes to describe geodesics in three dimensional gravity. Using a prescription given in [2], we
will provide evidence of the connection between the saddle point (semiclassical) approximation
of these Wilson lines and the entanglement entropy, ascertaining the equivalence between the pro-
posal and the Ryu-Takayanagi formula. We will then turn to understand the quantum mechanical
features of the Wilson line away from the semiclassical approximation. As the goal of this thesis
is performing the quantum mechanical study for higher spin gravity, in this chapter we will skip
several computations and discussions which, although being interesting, will not be relevant later
on, and can be found in the pertaining papers.

Some knowledge on the basics of entanglement entropy will be required at certain points, as
well as the Ryu-Takayanagi proposal. For a short review we refer the reader to Appendix C or [43]
and the references therein.

5.1 Wilson lines as topological probes

Wilson lines are a main ingredient in gauge theories such as QCD [31], as well as natural observ-
ables in Chern-Simons theory. They are defined as

WR (C) = TrR

[
P exp

(
−

∫
C

A

) ]
, A ∈ g, (5.1)

where R is the representation of the gauge group G, whose corresponding algebra is g, and C is the
open interval within M along which the connection is translated. If the curve C is closed, then it
is called a Wilson loop, and it is simple to show using Stokes’ theorem that it is a gauge-invariant
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quantity. The topological nature of three dimensional gravity will also entail that the path itself
doesn’t play a role, only topological data such as open/closed, endpoints or windings.

The choice of representation will specify the role played by the Wilson line as a geometric
probe, as we will see it plays the role of a geodesic in the bulk spacetime. We will seek a massive
probe, meaning that we need an infinite dimensional representation (besides the fact that there are
no unitary finite-dimensional representations of sl(2, R)). We will make use of the highest-weight
representation of sl(2, R), defined from a highest weight state satisfying

`0 |hw〉 = h |hw〉 , `1 |hw〉 = 0, |h, n〉 ∼ (`−1)
n |hw〉 . (5.2)

This infinite tower of states forms an unitary, irreducible and infinite-dimensional representation,
labelled by its quadratic Casimir. The Casimir element is an invariant of the representation, there-
fore the same for any state within it. It is then computed as

c2 = 〈hw|C2 |hw〉 = 〈hw|ηab`a`b |hw〉 = 2h(h − 1), (5.3)

where ηab is the Killing form of sl(2, R), given in (B.4). From the AdS/CFT perspective this cor-
responds to a massive particle in the bulk dual to a CFT operator of dimensions (h, h̄), with mass
m = h + h̄, and spin s = h − h̄.

5.1.1 Generalized geodesics

These infinite-dimensional representations are common in quantum mechanics. For convenience,
we will make use of an auxiliary quantum mechanical system for some field U with a global
symmetry G, living on the Wilson line such that upon quantization the Hilbert space of the system
is the representation we look for. This was shown by Witten [34], and concretely reads1

WR (C) =
∫

DU exp[−S(U;A)C], S(U;A)C = S(U)C,free + S(U;A)C,int (5.4)

(where A is the so(2, 2)-valued connection). The (first order) action for a massive particle moving
in an SL(2, R)manifold is given by [35]

S(U, P)free =

∫
C

ds
[
Tr

(
PU−1 dU

ds

)
+ λ(s)

(
TrP2 − c2

)]
, (5.5)

where U ∈ SL(2, R), P ∈ sl(2, R) is the momentum conjugate to U, s is an affine parameter, Tr
denotes contraction with the Killing form and λ(s) is a Lagrange multiplier constraining the norm
of the momentum. This action has the appropriate global symmetry SL(2, R) × SL(2, R):

U(s) → LU(s)R, P(s) → R−1P(s)R, L, R ∈ SL(2, R). (5.6)

The coupling to gravity is made through the usual minimal coupling prescription, promoting (5.6)
to a local gauge symmetry along the worldline, embedded in the space defined by the connections
A ∈ sl(2, R), Ā ∈ sl(2, R), which are invariant under

A→ L(x)(A+ d)L−1(x), Ā→ R−1(x)(Ā+ d)R(x), (5.7)

1Note that from here on, for a consistent notation with the papers involved, we denote the action by S instead of I.
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hence introducing the covariant derivative

dU
ds
7→ DsU =

dU
ds
+ AsU −U Ās, As ≡ Aµ

dxµ

ds
, (5.8)

ensures the local gauge symmetry for the action. This action, written in the second order formu-
lation (integrating out the conjugate momentum P in (5.5)), has the form

S(U; A, Ā) =
√

c2

∫
C

ds
√

Tr(U−1DsU)2. (5.9)

One can vary this action with respect to the field U, finding

d
ds

(
(Au − Ā)µ

dxµ

ds

)
+ [Āµ, Au

ν ]
dxµ

ds
dxν

ds
= 0, Au ≡ U−1

(
As +

d
ds

)
U (5.10)

If one fixes U = I in this equation, the geodesic equation emerges when A, Ā are expressed in terms
of the vielbein and spin connection. In some sense the choice of U is indicating the probe which
path to follow within the bulk; the trivial choice U = I yields the geodesic path. But this choice of
path is irrelevant (up to topologically inequivalent paths) due to the flatness of the connections,
hence this result is general. Not only that, by inserting U = I in (5.9) we get

S(U; A, Ā) =
√

c2

∫
C

ds
√

Tr(As − Ās)
2 =

√
2c2

∫
C

ds

√
gµν(x)

dxµ

ds
dxν

ds
, (5.11)

which is the proper length along the geodesic. This implies that in the saddle point approximation
of the Wilson line

WR(C) ≈ exp(−Son−shell) = exp
(
−
√

2c2LC

)
, (5.12)

where LC is the geodesic distance. This observation is the starting point of the analogy the authors
make with the Ryu-Takayanagi formula and is backed up with a computation of the backreaction
of the Wilson line on the geometry which we do not carry out here but refer to Section III.A of [2];
what we will require from it is the effective assignment√

2c2 →
c
6

, (5.13)

relating the strength of the probe (c2) and the central charge of the boundary CFT (c). We will now
turn to show that this prescription correctly computes entanglement entropies of the CFT.

5.2 Semiclassical computations

It is necessary to check whether the prescription given above is correct or not. Proving it in all
generality is an almost impossible challenge, instead in [2] they choose to compute the entangle-
ment entropies of settings where we already know they answer, to see if they match. These checks
are non trivial, and in order to do them they develop some techniques that exploit the SL(2, R)
invariance of the probe2, which we will briefly review as will be of relevance later on.

2As it is mentioned in the paper, this is not the only route available for this computation. However, the fact that it
exploits the topological nature of the system rather that its geometrical features is an advantage, as by now the reader
should foresee that the aim is to generalize it in due time to higher spins.
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5.2.1 Open lines attached to the boundary

To begin, consider the (first order) probe action,

S(U, P; A, Ā) =
∫
C

ds
[
Tr

(
PU−1DsU

)
+ λ(s)

(
TrP2 − c2

)]
, U ∈ SL(2, R), P ∈ sl(2, R) (5.14)

with equations of motion

U−1DsU + 2λP = 0,
dP
ds
+ [Ās, P] = 0, TrP2 = c2. (5.15)

where TrP2 ≡ δabPaPb. On-shell, this action reduces to

Son−shell = −2c2

∫
C

dsλ(s). (5.16)

The name of the game now consists of finding the simplest way to compute the value of λ(s),
on-shell.

Figure 5.1: Cartoon of the boundary-to-boundary Wilson lines studied here, the left case corre-
sponds to pure AdS while the right one corresponds to the presence of the BTZ. Both describe a
fixed time slice.

We will compute λ for two spacetimes whose boundary CFT is well known, as well as their
respective entanglement entropies: pure AdS3 (in Poincaré coordinates), dual to a vacuum state
in the CFT defined on the plane, and the BTZ black hole, dual to a thermal state in the CFT. Let us
now introduce some notation here: s ∈ (0, s f ) will be the parameter along the trajectory and the
boundary conditions for the Wilson line are

ρ(s f ) = ρ(0) ≡ ρ0, φ(s f ) − φ(0) ≡ ∆φ, (5.17)

and we need to define an UV cutoff scale ε ≡ e−ρ0 , as ρ0 →∞ at the boundary. Also, keep in mind
that the entanglement entropy is computed on a fixed time slice, represented in Figure 5.1. This
will imply that in the BTZ case there is no winding dependence in the Wilson line, if there were
the line would have to cross itself.
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The way to solve for λ consists of the following: as we’re provided with flat connections, they
are locally a gauge transform of the “nothingness”, A = Ā = 0. Therefore we can solve (5.15) in
this trivial gauge, which yields

U0(s) = u0 exp(−2α(s)P0),
dα
ds
= λ, TrP2

0 = c2, (5.18)

with u0, P0 constant elements, labelling the solutions. Note that now the interest has shifted to
computing α, as Son−shell = −2c2∆α. We now need to gauge transform the connections to match
those of the actual metric:

A = LdL−1, L(x) = b(ρ)−1 exp
(
−

∫ x

x0

a
)
, b(ρ) = e ρL0 ,

Ā = R−1dR, R(x) = exp
(∫ x

x0

ā
)

b(ρ)−1,
(5.19)

where a, ā are the reduced connections. This gauge transform changes the solution too: now the
full fledged solution is given by (5.6)

U(s) = L(x(s))U0(s) R(x(s)), (5.20)

(P0 is also gauge transformed but it will not be relevant for us). We can solve for α by considering
this equation at the endpoints s = 0, s = s f . After some algebra,

exp(−2∆αP0) = (R(0)U−1
i L(0)) (R(s f )U−1

f L(s f ))−1. (5.21)

Using the argued boundary conditions3 Ui = Uf = I, one is ready to compute alpha by noticing
that the equation is representation independent. Thus, we can trace it in the fundamental repre-
sentation of SL(2, R), given in Appendix B (also remember that the trace of P0 and its square in the
fundamental representation are fixed and yield eigenvalues ±

√
c2/2).

• Pure AdS3 (Poincaré): the above procedure offers us the following solution

∆α = −
1
√

2c2
cosh−1

(
1 +

e2ρ0(∆φ)2

2

)
. (5.22)

The on-shell action, upon introducing the UV cutoff ε ≡ e−ρ0 , turns out to be

Son−shell ∼ 2
√

2c2 log(∆φ/ε) (5.23)

and the entanglement entropy computed, after the assignment (5.13), is then

SEE =
c
3

log
(
∆φ

ε

)
. (5.24)

This is a well-known result from vacuum CFT2 at zero temperature [1, 33], and a good con-
sistency check for a generalization of Ryu and Takayanagi’s proposal.

3This choice ensures that the probe, although sourcing curvature in the ambient space, does not source torsion, and
furthermore it ensures invariance under local Lorentz rotations at the boundary
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• BTZ black hole: the same procedure yields for the non-rotating solution

SEE =
c
3

log
[
β

πε
sinh

(
π∆φ

β

)]
, β = π

√
k

2πL
, (5.25)

which is the generalization of (5.23) for a system at finite temperature (which makes sense
as black holes are dual to thermal states). Again, this result is what we expected from CFT
[1, 33]. The rotating black hole can also be studied and the outcome corresponds to a thermal
state with different left- and right-moving temperatures, as it should.

Thermal loops

We can also study Wilson loops winding around the BTZ (a topological obstruction is needed to
be enclosed in the loop, otherwise it will be contractible, yielding no results). The interpretation
of this computation is clear: we are computing the proper length of a Wilson loop around the
horizon of the black hole. As such we expected to find Bekenstein-Hawking’s entropy for the BTZ
black hole.

Figure 5.2: Cartoon of the Wil-
son loop being computed in
this case. Remember that the
proper length will be the same
no matter the shape of the loop.

The procedure for this computation is similar in essence to that of the open Wilson line case.
The difference has its root in the boundary conditions for the probe, in this case we only need to
impose smoothness in the path of the probe, i.e.

xµ(s f ) = xµ(0), U(s f ) = U(0), P(s f ) = P(0). (5.26)

The rest of the computation is analogous once we take this into account. The result for the entropy
is

Sthermal = 2π
√

2c2Tr f [(λφ − λ̄φ)L0], (5.27)

where λφ is the eigenvalue matrix of aφ and analogously for λ̄φ. Restricting this to the BTZ the
expression for the entropy is.

Sthermal = 2π
√

2πkL + 2π
√

2πkL̄. (5.28)

This is precisely the Bekenstein-Hawking entropy of the BTZ, (2.11), as we already showed in
(3.26).
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5.3 Quantum mechanical description

Even though the semiclassical approximation used in the previous section successfully repro-
duced the already known results for entanglement and thermal entropies, it was exactly that: an
approximation. Not only that, but it was a prescription only applicable if one wanted to compute
Wilson loops or boundary-to-boundary Wilson lines. However one might be interested in other
observables, such as bulk-to-bulk or bulk-to-boundary Wilson lines, therefore the picture was far
from complete.

In 2018, a follow-up paper was released [4] where the authors addressed the fully-fledged
quantum mechanical treatment of the SL(2, R) probe particle. Not only that, but they also un-
derstood the boundary states needed in the open Wilson line, and they showed it to be an AdS
propagator. This section will be a summary of those results. It should be emphasized that the
quantum description is that of the probe; we consider it within a fixed (classical) background
geometry.

5.3.1 Hilbert space, boundary states and inner product

In the previous chapter, we considered a field U(x) such that its dynamics upon quantization
correspond to the representation R of the Wilson line, which was argued to be a highest weight
representation. We will here consider a Hilbert space related to this field U(x) whose quantum
mechanical states belong to this highest weight representation. This representation was already
defined in (5.2).4

Now, the states within the representation belong not to one, but to two copies of sl(2, R),
sl(2, R) × sl(2, R), with h = h̄ (as we are interested in the representation of a massive scalar), hence
they are denoted as |h, k〉 ⊗ |h, k̄〉 ≡ |h, k, k̄〉.

With this in mind, we need to find a state which transforms as the U(x) field did, (5.6). Specifi-
cally we want

G(L)G(R−1) |U〉 = |LUR〉 , (5.29)

where G(M) denotes the group action. In [4], it is shown that a state satisfying

Qa(U) |U〉 ≡ [la + Da
a′(U) l̄a′] |U〉 = 0, (5.30)

also satisfies (5.29). Here Da
a′(U) are the matrices for the adjoint representation of SL(2, R), i.e.

Da
a′(M) la = G(M−1) la G(M) (and analogously for the right sector).
Two examples of said states are given: they are the usual “Ishibashi” and “crosscap Ishibashi”

(which we will abbreviate as just crosscap) states from boundary conformal field theory [36]:

[la − l̄−a] |ΣIsh〉 = 0 =⇒ |ΣIsh〉 =

∞∑
k=0

|h, k, k〉 , (5.31a)

[la − (−1)a l̄−a] |Σcross〉 = 0 =⇒ |Σcross〉 =

∞∑
k=0

(−1)k |h, k, k〉 . (5.31b)

There are some comments that arise naturally at this point:

4Here and in the remaining of this section we will use the convention that La are the general algebra generators
while la are specifically associated to the highest weight representation, in analogy with [4].
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• The group elements having the appropriate adjoint actions on l̄a are

ΣIsh = exp
{
−i
π

2
(L1 − L−1)

}
, Σcross = exp

{π
2
(L1 + L−1)

}
. (5.32)

• We can generate a whole family of states, dubbed “rotated Ishibashi states” by acting on
these reference states with suitable G(L)G(R−1).

• Is there any difference between choosing any of these two states? It turns out that the cross-
cap state is the appropriate choice, we will elaborate on this at the end of this section.

Recall now our original goal: computing inner products of the form

WR = 〈U |G(Pe
∫
A)G(Pe

∫
Ā)|U〉 ≡ 〈U |G(L)G(R−1)|U〉 . (5.33)

Using the transformation property of the |U〉 states (5.29), we can rewrite the inner product as the
overlap of a left-sector element M = LΣRΣ−1 = V exp(−αL0)V−1. We assume that LΣRΣ−1 falls in
this conjugacy class, which is an assumption satisfied by the bulk connections of the spacetimes
considered. For both Ishibashi and crosscap, the computation yields

〈Σ |G(L)G(R−1)|Σ〉 = 〈Σ |G(M)|Σ〉 =
∞∑
k=0

e−α(h+k) =
e−αh

1 − e−α
. (5.34)

It is then argued that the result is a sl(2, R) character, depending only on the conjugacy class of
M , which is controlled by α. As a side note, the result is independent of how we compute the
inner product; if instead of using the transformation property of the |U〉 states to move the group
elements to the left sector we had used it to move them to the right sector, there would be no
change.

This result can also be extended to any rotated states continuously connected to ΣIsh, Σcross as

〈U1 |U2〉 =
e−αh

1 − e−α
, U−1

1 U2 ≡ V exp(−αL0)V−1. (5.35)

where it is clearly seen that α can be interpreted as a notion of distance within the SL(2, R) group
manifold, between U1 and U2.

5.3.2 Properties of the inner product and computations

We now turn to discuss the properties of the result (5.35) that will improve our understanding of
it along with its ties to geometry and the path integral approach.

Green’s function on the group manifold

As SL(2, R) is a Lie group, it corresponds to a group manifold with coordinates σα, therefore has
associated vector fields ξaα, ξ̄αa generating the left and right group actions, i.e.

ξa
α ∂U(σ)
∂σα

= LaU(σ), ξ̄a
α ∂U(σ)
∂σα

= U(σ)La. (5.36)
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This also applies to the |U〉 states: they were constructed such that they have the same transfor-
mation as U, therefore

ξa
α ∂

∂σα
|U(σ)〉 = |LaU(σ)〉 = `a |U(σ)〉 . (5.37)

Acting twice with this transformation on the inner product (5.35),

ηab 〈U(σ1)| ξa
α∂α

(
ξb
β |U(σ2)〉

)
= ηab 〈U(σ1) | `a`b |U(σ2)〉 = c2 〈U(σ1) |U(σ2)〉 , (5.38)

where U(σ1) , U(σ2) and the value of the quadratic Casimir of the higher weight representation
c2 = `

a`bηab = 2h(h− 1). In group theory, the so-called invariant Laplacian � is very closely related
to the quadratic Casimir

� ≡ gab∂a∂b = gabξa
αξb

β ∂

∂σα
∂

∂σβ
, gab = 2ηab, (5.39)

in fact it only differs in a factor of 2. Therefore(
1
2
�U2 − 2h(h − 1)

)
〈U1 |U2〉 =

1
8π
δ(U1, U2), (5.40)

where the U2 subscript of the Laplacian means that the differentiation is with respect to the σα2
coordinates and δ(U1, U2) is a normalized5 delta function on the group manifold, signaling the
divergence appearing in (5.35) when U1 = U2.

Green’s function on AdS3: the Wilson line as a propagator

So far the discussion has dealt with algebraic properties of the Wilson line, now it is time to shift
to its geometric properties, specially its ties to AdS3. For that we rewrite the flat connections as

A(x) = gL(x)dgL(x)−1, Ā(x) = gR(x)−1dgR(x), (5.41)

where the group elements gL , gR implement the path ordered exponentials in (5.33) as

P exp
(
−

∫
γ

A
)
= gL(x f )gL(xi)−1, P exp

(
−

∫
γ

Ā
)
= gR(x f )

−1gR(xi). (5.42)

These group elements, for constant reduced connections a, ā can be explicitly written as

gL(x) = b(ρ)−1e−aµy
µ
, gR(x) = eāµy

µ
b(ρ)−1, yµ = (t, φ). (5.43)

where b(ρ) parameterizes the radial gauge. Defining the state

|U(x)〉 ≡ G(gL(x)−1)G(gR(x)) |Σ〉 , (5.44)

with |Σ〉 being a suitable boundary state, such as the Ishibashi or crosscap discussed previously.
The Wilson line can then be computed as

WR = 〈U |G(Pe
∫
A)G(Pe

∫
Ā)|U〉 = 〈U(x f )|U(xi)〉 . (5.45)

5The normalization is with respect to the so-called de Haar measure on SL(2, R), we do not discuss that and refer the
reader to [4].
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This implicitly assumed unitary group elements6, g−1
L = g†L , g−1

R = g†R, and the splitting of the path
at a midpoint between xi and x f where both gL = gR = I. The computation should be clear by
now: the Wilson line can be cast as (5.35) with

G (xi, x f ) = gL(x f )gL(xi)−1g̃R(xi)−1g̃R(x f ) = V exp
(
−α(xi, x f )L0

)
V−1, (5.46)

where
g̃R ≡ Σ

−1 gR Σ, ˜̄A ≡ Σ−1 ĀΣ. (5.47)

The Σ element has as “role” tying both left and right sectors. This interpretation is also present in
boundary CFT, where these states are also present.

Equation (5.46) is representation independent, therefore the simplest way to solve it is resorting
to the fundamental representation of sl(2, R). Tracing it over this representation yields

cosh
(
α(xi, x f )

2

)
=

1
2

Tr f [G (xi, x f )]. (5.48)

which upon inserting the unitary group elements associated to AdS3 and the BTZ, leads to the
identification α(xi, x f ) = 2D(xi, x f ), where D(xi, x f ) = arcosh(σ(xi, x f )) is the geodesic length of the
effective metric build from A, ˜̄A,

σ(xi, x f ) = 2 cosh(∆ρ) cosh
(√

C(∆t − ∆φ)
)

cosh
(√

C(∆t + ∆φ)
)

−

(
C

(
eρ f +ρi

)
+

e−ρ f −ρi

C

)
sinh

(√
C(∆t − ∆φ)

)
sinh

(√
C(∆t + ∆φ)

)
.

(5.49)

(where this result is related to the notation used in (3.17) through constant C = −2πL/k = −2πL̄/k)
The Wilson line is then

WR(xi, x f ) = 〈U(x f )|U(xi)〉 =
e−2hD(xi ,x f )

1 − e−2D(xi ,x f )
, (5.50)

which is the bulk-to-bulk propagator of a minimally coupled scalar field in a locally AdS3 back-
ground and indeed agrees in the large h limit with the semiclassical result from [2].

The authors note, though, that this success relies on a specific evaluation of the Wilson line for
the spacetimes mentioned. They improve this by showing that the Wilson line is also a Green’s
function on the metric defined by A, ˜̄A. The way to achieve this by relating the movement in such
space with that on the SL(2, R)manifold, where we already know that it is a Green’s function.

Consider the group element G (xi, x f ) defined above (5.46). Taking a derivative with respect to
x f yields

∂

∂xµ
f

G (xi, x f ) = −Aµ(x f )G (xi, x f ) + G (xi, x f )
˜̄Aµ(x f ). (5.51)

We would like to find a set of vector fields ζaµ, ζ̄aµ defined on the AdS3 geometry with the same
group action (5.36),

ζa
µ ∂

∂xµ
f

G (xi, x f ) = LaG (xi, x f ), ζ̄a
µ ∂

∂xµ
f

G (xi, x f ) = G (xi, x f )La. (5.52)

6It is easy to check that the constant connections corresponding to an Asymptotically AdS3 spacetime given in
(3.17), when exponentiated (5.43), do not satisfy this property. For the extent of [4] covered in this thesis it will not be
an issue, however for certain computations later in that paper one needs to choose a different parameterization of the
connections via SL(2, R) automorphisms.
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We can multiply both sides of these equations by Lb, substitute (5.51) and then trace them in
the fundamental representation. The resulting equations have solutions for ζaµ if the “generalized
vielbeins” constructed as A−G ˜̄AG −1 and −G AG −1 + ˜̄A are invertible. If this is satisfied the existence
of these vector fields is proven along with their correspondence with the movement in the SL(2, R)
manifold. The Wilson line is then a Green’s function on the metric defined by the connections,(

1
2
�x f − 2h(h − 1)

)
WR =

1
8π

δ(xi, x f )
√
−g

. (5.53)

The above is enough for a simply connected
spacetime, where the answer only depends on
the endpoints (xi, x f ). If the bulk spacetime
in consideration is not simply connected, there
will be a non-trivial dependence on the winding
number, as is the case for the BTZ black hole (pro-
vided there is a non-trivial holonomy around the
horizon). To obtain a result only dependent on
the endpoints, we must sum over all inequiva-
lent paths, i.e.

WR(xi, x f ) =
∑

γ(xi ,x f )

WR(γ(xi, x f ))

=
∑
n∈Z

e−2hDn(xi ,x f )

1 − e−2Dn(xi ,x f )
.

(5.54)

Figure 5.3: Different topologically inequiva-
lent paths for the Wilson line in the presence
of a BTZ black hole, depending on the wind-
ing: γ0 has none (n = 0) while γ1 winds once
(n = 1). In this case there is no restriction for
the path to lie on a time slice, which is why
the crossing of γ1 is allowed.

where Dn(xi, x f ) is the geodesic distance for a path around the BTZ with winding number is n ∈ Z,
given by

Dn(xi, x f ) =
1
r2
+

(
rf ri cosh(r+∆φ + 2πr+n) −

√
(r2

f
− r2
+)(r

2
i − r2

+) cosh(r+∆t)
)

(5.55)

The story explained in this chapter, using Wilson lines in three dimensional gravity in order to
compute either entropies or propagators, opened another window to explore these subjects, pre-
viously only studied in the metric formulation. However, this novel characterization has an im-
portant consequence: it allows for generalizations based on the Chern-Simons approach, such as
higher spin theory, which will be explained in the following chapter.

40



Chapter 6

Wilson lines in higher spin gravity

One of the most important reasons as to why the authors pursued a generalization of the Ryu-
Takayanagi proposal, relying solely on the topological features of the spacetime, is the opportunity
of studying entanglement entropies in extended CFTs. In fact the closest constructions to that of
[33] (making use of n-sheeted Riemann surfaces, twist fields and so on) to derive the entanglement
entropy of a Wn-extended 2d CFT are present in [38, 39], besides that not much is known about
the entanglement entropy in these settings.

6.1 Wilson line as a topological probe

In the case of higher spin gravity, the Wilson line is computed as a trace of the holonomy over
the highest weight representation of the SL(N , R) × SL(N , R) group [2, 32]. The highest weight
representation is built from a highest weight state |hw〉 satisfying

L0 |hw〉 = h |hw〉 , W (s)0 |hw〉 = ws |hw〉 , Li |hw〉 = W (s)i |hw〉 = 0, i > 0, 2 < s ≤ N (6.1)

where h,ws are the quantum numbers defining the highest weight representation. For the purpose
of this chapter, i.e. computing entanglement entropy, we are interested in probes defined by a
highest weight representation of sl(N , R) × sl(N , R), carrying mass but no other numbers, i.e.

h = h̄, ws = w̄s = 0 ∀s. (6.2)

We will postpone a detailed discussion of this representation to the next section, where it will
be thoroughly studied. Instead we will now show how the construction devised in the previous
chapter with the aim of replicating the Ryu-Takayanagi formula generalizes to the higher spin
case.

As in the SL(2, R) case, this Wilson line can be rewritten as a path integral for the probe particle,
whose action is a generalization of (5.14) including the higher order Casimirs

S(U, P; A, Ā) =
∫
C

ds
[
Tr

(
PU−1DsU

)
+ λ2(s)

(
TrP2 − c2

)
+ ... + λN (s)

(
TrPN − cN

)]
, (6.3)

This action has a local SL(N , R) × SL(N , R) symmetry and presents (N − 1) Lagrange multipliers
λ2, ...λN . Tr indicates the contraction with a suitable Killing form (δab, habc, ...), which can be
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found for N = 2, 3 in Appendix B. The equations of motion for this action are

U−1DsU + 2λ2P + 3λ3P × P + ... + NλN P × ... × P︸      ︷︷      ︸
N−1

= 0,
dP
ds
+ [Ās, P] = 0. (6.4)

with the cross products of P as a shorthand for

P × ... × P︸      ︷︷      ︸
n

≡ ha1...an Pa1 ...Pan−1Tan , 2 ≤ n ≤ N − 1, (6.5)

where ha1...an are the Killing forms of the sl(N , R) algebra. The momentum P is also constrained
due to the Lagrange multipliers (and their variation), enforcing it to satisfy

TrPm ≡ ha1...am Pa1 ...Pam = cm, 2 ≤ m ≤ N . (6.6)

The claim raised for this higher spin probe is that for an appropriate highest weight representa-
tion it computes the entanglement entropy of a certain CFT at the conformal boundary of AdS via
(5.12) [2]. As in the SL(2, R) case, at the end of the computations we will use an effective assign-
ment relating the Casimirs and the central charge of the boundary theory, which depends on the
embedding. This, again, is done by studying the backreaction of the Wilson line on the geome-
try, imposing it to only source curvature, but not higher spin fields nor torsion. This requires the
probe to carry the quantum numbers (6.2). In the SL(3, R) case, by computing this backreaction
the following assignments are found

c2,P →
1
2

( cP
12

)2
, c2,D → 2

( cD
12

)2
, c3,P,D → 0, (6.7)

where P denotes the principal embedding and D denotes the diagonal embedding. One can use
the semiclassical (large h,w) Casimirs to find that these relations can be written in terms of the
highest weights as

hP,D →
cP,D

12
, w = 0. (6.8)

A computation of the Casimirs away from the semiclassical limit will be carried out in the next
chapter. The assignment (6.8) is a better choice to specify the charges of the probe, as c3 = 0 is not
uniquely solved by w = 0, hence it will be the one used.

6.1.1 Lack of geodesic interpretation

One would like to know if we can recover the geodesic equation, or a modification of it, in the
SL(N , R) case, as we showed in subsection 5.1.1 for pure gravity. As in [2] we will gloss over some
nuances, considering this to be purely illustrative.

The reasoning is the following: consider the equations of motion (6.4), choose a gauge where
the Lagrange multipliers λi(s), i > 2 are constant (the existence of such choice is one of the alluded
nuances) and take a covariant derivative of the equations. We find

d
ds

(
(Au − Ā)µ

dxµ

ds

)
+ [Āµ, Au

ν ]
dxµ

ds
dxν

ds
= 0. (6.9)
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In the SL(2, R) case there was an analog set of equations, which was invertible, in the sense that
it was a system of three differential equations (the dimension of the Lie algebra sl(2, R)) for three
components xµ of the path. This means that we can generally find a solution. However, in the
higher spin gravity case, the system is overconstrained, as the dimension of the Lie algebras is
higher than the number of components of the path. We will generally not be able to find a solution,
hence (5.10) can not be regarded as the geodesic equation anymore. This does not affect the rest of
the analysis, it just blurs its interpretation.

6.2 Semiclassical computations

As we said earlier, this probe is supposed to compute entanglement entropies. To support this
claim with evidence, we will need to compute the on-shell action,

Son−shell = −

∫
ds (2c2λ2(s) + 3c3λ3(s) + ... + NcNλN (s)) ≡ −2c2∆α2 − 3c3∆α3 − ... − NcN∆αN . (6.10)

The goal now is computing ∆αm for given A, Ā connections. As in the SL(2, R) case, we will do so
by first solving the equations of motion in the empty gauge A = Ā = 0, finding U0 and P0 (subject
to the constraints TrPn

0 = cn, 1 < n ≤ N), and later gauge transform the solution to that of the
spacetime of interest. Gauge transforming this solution with L, R and imposing Ui = Uf = I in
analogy with the SL(2, R) case, one is left with

M = eP, M ≡ R(xi)L(xi)L(x f )
−1R(x f )

−1, (6.11)

where P is defined as

P = −2∆α2P0 − 3∆α3P0 × P0 − ... − N∆αNP0 × ... × P0. (6.12)

It can be easily noticed that we can now compute the on-shell action as

Son−shell = Tr(PP0) = Tr(log(M)P0), (6.13)

due to the trace constraints on P0. For the purpose of computing entanglement entropies we need
a suitable P0 to determine the representation R of the Wilson line, i.e. that with mass and w = 0
(for the Wilson line to only source curvature and no higher spin fields). Without loss of generality
it can be chosen to be

P0 =

√
c2

Tr f (L0L0)
L0. (6.14)

This construction will be useful in both the open line and thermal loop cases, with the main dif-
ference being the modification of the conditions for the probe: as in the SL(2, R) case we impose
the conditions U(x f ) = U(xi), P(xi) = P(x f ), for them to be single valued around the loop.

6.2.1 Thermal loops

As in [2], we are going to restrict the current discussion to the spin-3 case, where we expect to
find the thermal entropy of such higher spin black holes through this formalism. Following an
analogous procedure as in the SL(2, R) case, it yields

Sthermal = 2π
√

c2

2
Tr f [(λφ − λ̄φ)L0], (6.15)
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where again λφ are the eigenvalues of aφ and likewise for the barred variable. But notice that what
we just found is the same as (4.24), therefore the results obtained through this formalism are those
already discussed in subsection 4.2.3.

6.2.2 Open lines attached to the boundary

For the case of boundary to boundary Wilson lines, the corresponding entanglement entropy
should be that of a CFT with W3-algebra (in the principal embedding). The strategy followed
in [2] to simplify the calculations is to expand M in powers of the cutoff ε ≡ e−ρ, which enables
them to find a general expression for its eigenvalues by finding the roots of the characteristic poly-
nomial1 of said matrix,

λM = diag
(

m1

ε4
,

m2

m1
,
ε4

m2

)
, (6.17)

where m1 and m2 are defined in terms of the traces of M , M2 as

Tr f (M) =
m1

ε4
+O(ε−2), Tr f (M)2 − Tr f (M2) =

2m2

ε4
+O(ε−2). (6.18)

For suitable P0 =
√

c2/2 L0, the entanglement entropy of a general spacetime is then found to be

SEE =
√

2c2 log
(√

m1m2

ε4

)
. (6.19)

We now show the results achieved with this formula

• Diagonal embedding: The vacuum solution (corresponding to the diagonal embedding black
hole with ω = q = η = 0) yields

SEE =
cD
3

log
(
∆φ

ε2

)
, (6.20)

whereas the black hole solution yields

SEE =
cD
3

log
(

1
√
ωε2

sinh
(
4∆φ
√
ω
))

. (6.21)

Both solutions are expected, as they are those of the SL(2, R) vacuum and BTZ. This is the
case because of the consistent truncation of the diagonal embedding into SL(2, R) with U(1)
holonomies (not present in the result, though), as with the thermal loops.

• Principal embedding: In this case the vacuum solution is clearly that of the SL(2, R) case
(5.24) with c = cP. We will not display here the black hole case as it is not very insightful and
in the next chapter we will find it with more generality. For the interested reader this result
and discussion on its infrared and UV limits can be found in [2, 39].

1The characteristic polynomial of a 3×3 matrix M can be cast in the following form

P(λM ) = −λ3
M + Tr(M)λ2

M −
1
2
(Tr(M)2 − Tr(M2))λM + det(M). (6.16)

In our case, det(M) = 1 as M ∈ SL(3, R).
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6.3 Quantum mechanical description

The goal of this section is to generalize what was done in section 5.3 (the quantum mechanical
description of the Wilson line) for the higher spin cases, more concretely we will focus on the spin-
3 case, which will provide us with enough insights (in relation to, for instance, the breakdown of
geometry) and challenges in comparison with the pure gravity case, although we will attempt to
address even higher (s ≥ 4) cases along the way.

6.3.1 Hilbert space

The auxiliary quantum mechanical system living in the Wilson line will be given by an infinite
dimensional representation of SL(3, R), whose algebra is given by (B.5), again because of unitarity
reasons but also because we now need two tunable parameters (mass and higher spin charge) to
describe our probe. We will choose to work with a highest weight representation, and its defining
highest weight state will satisfy (6.22) for N = 3:

L0 |hw〉 = h |hw〉 , W0 |hw〉 = w |hw〉 , L1 |hw〉 = W1 |hw〉 = W2 |hw〉 = 0, . (6.22)

There are some issues we need to address concerning this highest weight representation, which
were not present in the sl(2, R) case. Once we’ve dealt with them properly, we can compute the
Ishibashi/crosscap states.

In order to understand the representation, we need to find the states that compose it. They
are the descendants of the highest weight state, and naively they will be built by acting on it with
Ln, Wn, n < 0, however one can check that these generators are not a diagonal basis for the Cartans
L0, W0. Instead, we find that the suitable basis is given by

L±1, W±1, W±2 → X±1 = L±1 +W±1, Y±1 = L±1 −W±1, W±2 (6.23)

and the explicit commutation relations with the Cartans are now

[L0, X±1] = ∓X±1, [L0,Y±1] = ∓Y±1, [L0, W±2] = ∓ 2 W±2,
[W0, X±1] = ∓ 2 X±1, [W0,Y±1] = ± 2Y±1, [W0, W±2] = 0.

(6.24)

Note that X1,Y1, W2 will still annihilate the highest weight state.

Action of the raising/lowering operators

In order to solve the Ishibashi/crosscap constraints, we need to know how the coefficients of the
generators acting on states are related. We will show it for the X generators, but is straightfor-
wardly generalized for the rest.

We will label the descendants as |h,w; k, s〉, where |h,w; 0, 0〉 ≡ |h,w〉 denotes the highest
weight state and k, s are the descendant labels associated to h,w respectively. Starting with the
highest weight state,

X−1 |h,w; 0, 0〉 = αh,w |h,w; 1, 2〉 . (6.25)
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If we compute the inner product of these states, knowing that X1 annihilates the highest weight
state, we find2

|αh,w |
2 〈h,w; 1, 2|h,w; 1, 2〉 = 〈h,w; 0, 0|X†

−1X−1 |h,w; 0, 0〉 = 〈h,w; 0, 0|[X1, X−1]|h,w; 0, 0〉 ,

= 〈h,w; 0, 0|(4L0 + 6W0)|h,w; 0, 0〉 = (4h + 6w) 〈h,w; 0, 0|h,w; 0, 0〉 .

This implies (assuming α ∈ R) that αh,w =
√

4h + 6w. We can now compute the lowering of this
state,

X1 |h,w; 1, 2〉 =
[X1, X−1]

αh,w
|h,w; 0, 0〉 =

4h + 6w
αh,w

|h,w; 0, 0〉 = αh,w |h,w; 0, 0〉 . (6.26)

The prefactors, as expected, are related. The generalization to arbitrary descendants is straightfor-
ward:

X−1 |h,w; k, s〉 = αh+k,w+s |h,w; k + 1, s + 2〉 ,
X1 |h,w; k, s〉 = αh+k−1,w+s−2 |h,w; k − 1, s − 2〉 .

Which is the exact analogue of what happens with J+, J− in the SU(2) case, from quantum me-
chanics textbooks. We thus find

X−1 |h,w; k, s〉 = αh+k,w+s |h,w; k + 1, s + 2〉 , X1 |h,w; k, s〉 = αh+k−1,w+s−2 |h,w; k − 1, s − 2〉 ,
Y−1 |h,w; k, s〉 = γh+k,w+s |h,w; k + 1, s − 2〉 , Y1 |h,w; k, s〉 = γh+k−1,w+s−2 |h,w; k − 1, s + 2〉 ,

W−2 |h,w; k, s〉 = βh+k,w+s |h,w; k + 2, s〉 , W2 |h,w; k, s〉 = βh+k−2,w+s |h,w; k − 2, s〉 .
(6.27)

The form of each coefficient is computed via recurrence relations. For instance, the recurrence
relation and initial condition for αh+k,w+s can be found via inner products

〈h,w; k, s |X†
−1X−1 |h,w; k, s〉 = 〈h,w; k, s |X1X−1 |h,w; k, s〉 = 〈h,w; k, s |X†1 X1 + [X1, X−1]|h,w; k, s〉 ,

〈h,w; k, s |Y†
−1Y−1 |h,w; k, s〉 = 〈h,w; k, s |Y1Y−1 |h,w; k, s〉 = 〈h,w; k, s |Y†1 Y1 + [Y1,Y−1]|h,w; k, s〉 ,

〈h,w; k, s |W†
−2W−2 |h,w; k, s〉 = − 〈h,w; k, s |W2W−2 |h,w; k, s〉 = 〈h,w; k, s |W†2 W2 − [W2, W−2]|h,w; k, s〉 ,

(6.28)

which leads to (choosing the coefficients to be real)

α2
h+k,w+s = α

2
h+k−1,w+s−2 + 4(h + k) + 6(w + s) subject to α2

h,w = 4h + 6w,

γ2
h+k,w+s = γ

2
h+k−1,w+s+2 + 4(h + k) − 6(w + s) subject to γ2

h,w = 4h − 6w,

β2
h+k,w+s = β

2
h+k−2,w+s + 16(h + k) subject to β2

h,w = 16h.

(6.29)

This and the equations for the remaining coefficients are solved by

α2
h+k,w+s = 2(2h + k)(k + 1) +

3
2
(2w + s)(s + 2), (6.30a)

γ2
h+k,w+s = 2(2h + k)(k + 1) +

3
2
(2w + s)(s − 2), (6.30b)

β2
h+k,w+s = 4(k + 2)(2h + k). (6.30c)

2We must make a choice of hermiticity for the operators. We use that which leads to positive norm states for unitarity
reasons, in this case corresponding to X†

±1 = X∓1, Y†
±1 = Y∓1 (hermitian) and W†

±2 = −W∓2 (anti-hermitian).
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Null states at levels k = 1, 2, 3

The next difference with respect to the sl(2, R) case comes from the following observation: in this
case, for each k-level, there is more than one state. One might be worried that there will be null
states in our representation, preventing it from being irreducible, in which case we would then
need to quotient them out.

At level k = 1 there are two linearly independent states,

X−1 |h,w; 0, 0〉 ∼ |h,w, 1, 2〉 , Y−1 |h,w; 0, 0〉 ∼ |h,w, 1,−2〉 . (6.31)

At level k = 2 we have 5 states. The level (k, s) = (2, 0) is degenerate, as there are three combi-
nations of generators that reach it, namely X−1Y−1 |h,w; 0, 0〉 ∼ W−2 |h,w; 0, 0〉 ∼ Y−1X−1 |h,w; 0, 0〉.
Indeed, the Kač determinant for this level is found to be identically zero:

det M(2,0) = det ©­«
〈XY | XY〉 〈XY |Y X〉 〈XY |W〉
〈Y X | XY〉 〈Y X |Y X〉 〈Y X |W〉
〈W | XY〉 〈W |Y X〉 〈W |W〉

ª®¬
= det ©­«

4h2 − 8h − 9w2 + 12w 4h2 − 9w2 6w − 4h
4h2 − 9w2 4h2 − 8h − 9w2 − 12w 4h + 6w
6w − 4h 4h + 6w −4h

ª®¬ = 0,

(6.32)

The linear combination of these states that is null is found to be

|null2〉 = (X−1Y−1 −Y−1X−1 + 2W−2) |h,w; 0, 0〉 = 2(L−1W−1 −W−1L−1 +W−2) |h,w; 0, 0〉 , (6.33)

however this provides us with no new information; this is trivially zero because it is precisely the
commutator [W−1, L−1] = W−2. Hence this is not a real null state, it is the zero state.

We are going to conjecture that the same thing will happen at each and every k-level in the
representation, there will be no real null states. To support this statement we will now compute
the null states in the next level and ensure that it is the case again. First, notice that there will be
two trivial states coming from X−1,Y−1 acting on |null2〉, the only non trivial one is

|null3〉 = (Y−1X2
−1 + X2

−1Y−1 − 2X−1Y−1X−1) |h,w; 0, 0〉 . (6.34)

But this expression, as promised, gives us no new information, as if we commute the Y ’s past one
X , we find that |null3〉 is trivially zero.

This is further support for our claim about the representation being irreducible, with well
defined quantum numbers |h,w; k, s〉, a claim that we will assume to be true from now on.

Something we must consider before moving on is the space of states comprising the represen-
tation, as we will have to sum over them later. Not only that, some of them will be degenerate,
with degeneracy 2, due to the algebra. They are shown in Figure 6.1

6.3.2 Boundary states and inner product

In the previous chapter we found states with the appropriate transformation law that we required
in analogy with the classical U(x) field. For the higher spin generalization we are seeking the exact
same kind of states, satisfying

G(L)Ḡ(R−1) |Σ〉 = |LΣR〉 , (6.35)
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Figure 6.1: Tower of descendants built from the highest weight state |h,w; 0, 0〉 with the raising
operators. We can clearly see that not all pairs (k, s) are allowed. It is also clear that the states lying
“inside” the tower are degenerate.

but for SL(N , R), therefore we want to solve the following equations:

QIsh
a
(s) |ΣIsh〉 =

(
W (s)a − (−1)sW

(s)

−a

)
|ΣIsh〉 = 0, (6.36a)

Qcross
a

(s) |Σcross〉 =
(
W (s)a − (−1)a (−1)s W

(s)

−a

)
|Σcross〉 = 0, (6.36b)

where 2 ≤ s ≤ N , a ≤ |s − 1|. The s label is the conformal dimension of the operators. For N = 3,
we have a set of 8 equations per case, and we can make contact with the usual notation of the
generators identifying W (2)a ≡ La, W (3)a ≡ Wa. Note that four of those equations, Q(2)0 , Q(3)0 , Q(3)

±2 = 0,
are the same in both cases.

We will postulate the solution to be the linear combination of highest weight states belonging
to sl(3, R) × sl(3, R),

|Σ〉 =
∑

k,k̄,s,s̄

Φ(k, k̄, s, s̄) |h,w; k, s〉 ⊗ |h,w; k, s〉 (6.37)

(where the dependence of Φ on h,w and barred ones has been omitted and does not affect the
result, only the normalization). Notice that we have purposely omitted the range of the sums,
however they are important as the pairs of values (k, s) are constrained (Figure 6.1). The correct
description of the range of the sums is generated by∑

k′,s′
|k ′, s′〉 =

∞∑
k=0

(
k∑

s=−k

d2k,4s |2k, 4s〉 +
k+1∑
s=−k

d2k+1,4s−2 |2k + 1, 4s − 2〉

)
, (6.38)

where dk,s indicates the degeneracy of the |k, s〉 state; 1 for the states bordering the tower and 2 for
the states inside. This will be the correct range of the sums.

Once the ranges have been addressed, solving the equations just requires a good deal of book-
keeping. A wise choice is to begin by solving Q(2)0 , Q(3)0 = 0, which relate the highest weights as
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h = h̄, w = −w̄ for both cases. Then solving Q(3)
±2 = 0 is also general for both cases. After that,

one has to solve separately the remaining four equations, which is easier if they are combined into
equations for X±,Y± (6.23) rather than L±, W±. The final result is3

|ΣIsh〉 = P
∞∑
k=0

(
k∑

s=−k

|2k, 2k, 4s,−4s〉 +
k+1∑
s=−k

|2k + 1, 2k + 1, 4s − 2,−4s + 2〉

)
, (6.39a)

|Σcross〉 = P
∞∑
k=0

(
k∑

s=−k

|2k, 2k, 4s,−4s〉 −
k+1∑
s=−k

|2k + 1, 2k + 1, 4s − 2,−4s + 2〉

)
, (6.39b)

where P is just an overall normalization. The group elements associated with the adjoint actions
leading to each equation, are found to be

ΣIsh W
(s)

a Σ
−1
Ish = −W

(s)

a , ΣIsh = exp
{
i
π

2
(L1 − L−1)

}
= exp

{π
2
(W1 +W−1)

}
, (6.40a)

Σcross W
(s)

a Σ
−1
cross = −(−1)aW

(s)

a , Σcross = exp
{π

2
(L1 + L−1)

}
= exp

{
i
π

2
(W1 −W−1)

}
. (6.40b)

Inner product

The inner product will be computed as in the SL(2, R) case (5.34), using the transformation prop-
erty of |Σ〉 (6.35). The main difference is that now we have M = LΣRΣ−1 = V exp(−αL0 − βW0)V−1,
with α = α(xi, x f ) and β = β(xi, x f ):

WR(xi, x f ) = 〈Σ |G(L)G(R−1)Σ〉 = 〈Σ |LΣR〉 = 〈Σ |G(M)|Σ〉

= P2
∞∑
k=0

[
k∑

s=−k

d2k,4se−α(h+2k)e−β(w+4s) +

k+1∑
s=−k

d2k+1,4s−2e−α(h+2k+1)e−β(w+4s−2)

]

= P2 e−αh−βw(
1 − e−2α

) (
e2β − e−α

) (
e−2β − e−α

) .

(6.41)

From now on, we will drop the normalization P2. Some comments are in order: first of all, what
we just computed is an SL(3, R) character of G(LΣRΣ−1). This result is in accordance with usual
CFT knowledge. In the Virasoro algebra the characters are computed as

χVir(q) = qh−c/12
∞∏
n

1
(1 − qn)

, q = e2πi. (6.42)

This function is counting the number of independent raising operators L−1, L−2, ..., which in the Vi-
rasoro case happens to be infinite. In the present case, we only have three, each of them accounting
for each factor in the denominator4.

3There’s a caveat: if one plugs any of these states (Ishibashi/crosscap) in their defining equations, one will not find
them to be satisfied: as a matter of fact, some states don’t appear to vanish. If one tracks their origin, the explanation
arises: the equations involve X1,Y1, W2 operators acting on the whole tower of states, hence when they act on certain
states bordering the tower Figure 6.1, the resulting state will lie outside the representation (e.g. X1 |1,−2〉 ∼ |0,−4〉).
However these states are artifacts of the notation used (|0,−4〉 ∼ X1Y−1 |0, 0〉 = [X1,Y−1] |0, 0〉 = 0).

4I would like to thank Jan de Boer for his insightful comments on the matter.
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The exponents of each of the three factors are determined by the action of each generator: W−2
raises the L0 eigenvalue (“coupled” to α) by 2,

(
1 − e−2α) ; X−1 raises the L0 eigenvalue by 1 and the

W0 eigenvalue (“coupled” to β) by 2,
(
e2β − e−α

)
; Y−1 raises the L0 eigenvalue by 1 and lowers the

W0 eigenvalue by 2,
(
e−2β − e−α

)
.

It will be interesting for us to compute the β→ 0 limit of this result:

lim
β→0

WR(xi, x f ) =
e−αh

(1 − e−α)3
. (6.43)

Note the similarity with the result found in [4], although not being identical.
In principle the procedure followed would work for any SL(N , R). The steps one has to follow

are the same: find a basis of generators diagonalizing the Cartan subalgebra, check whether there
are null states in the spectrum, if not a generalization of (6.37) can be used as ansatz for (6.36a)
and its solution can be used to compute the Wilson line as an inner product. The derivation for
the SL(4, R) case can be found in Appendix D, which results in

WR(xi, x f ) =
e−αh−βw−γu(

e3γ − e−α
) (

e−2β−2γ − e−α
) (

e2β−2γ − e−α
) (

e−2β+γ − e−2α
) (

e2β+γ − e−2α
) (

e−γ − e−3α
) .

(6.44)
It would be interesting to use this result, however the literature on SL(4, R) gravity is scarce, with
the only reference (at the time of writing this thesis) being [44]. It is not obvious how to conjecture
from the SL(2, R), SL(3, R), SL(4, R) cases a result for SL(N , R), however it would be very interesting
to find it and perhaps even a hs[λ] generalization, which would be a step closer to Vasiliev’s higher
spin theory.

The diagonal embedding truncation

As we have discussed in Chapter 4, the diagonal embedding black hole is an SL(2, R)×U(1) trun-
cation of SL(3, R). In this case we will have generators J0,±1 = {

1
2 L0,±1

4W±2} for the sl(2, R) part and
W0 for the u(1). The fact that it is a direct product can be seen (at the level of the algebra) from their
commutation relations, and allows us to easily construct the tower of states |h,w; k, s〉 as

|h,w; 0, 0〉
J−1
−−→ |h,w; 1, 0〉

J−1
−−→ |h,w; 2, 0〉

J−1
−−→ |h,w; 3, 0〉 ...

These states can then be written as |h,w; k, 0〉 ≡ |h, k〉 ⊗ |w〉.
The representation within the Wilson line is that of two copies of this truncation, therefore the

states we consider are |h, k〉 |w〉 ⊗ |h, k〉 |w〉. We would follow the same procedure as above to solve
the Ishibashi/crosscap equations, which for the sl(2, R) part it is the same as in [4] and the u(1) part
is trivial as it only involves

(W±2 +W∓2) |Σ〉 = 0, (6.45)

therefore it only requires w̄ = −w. The resulting states are (up to a normalization P)

|ΣIsh〉 =

∞∑
k=0

|h, k〉 |w〉 ⊗ |h, k〉 |−w〉 , (6.46a)

|Σcross〉 =

∞∑
k=0

(−1)k |h, k〉 |w〉 ⊗ |h, k〉 |−w〉 . (6.46b)
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Computing the inner product of any of them with the group element G(M) alluded above leads to

WR = 〈Σ |G(LΣRΣ−1)|Σ〉 =

∞∑
k=0

e−α(h+k)−βw =
e−αh

1 − eα
e−βw . (6.47)

This is what we expected as the truncation is a direct product SL(2, R) ×U, the sl(2, R) character
times a phase due to the holonomy of the u(1) connections.

6.3.3 Relation to the probe’s Casimirs

Before delving into specific calculations, develop a deeper understanding of the quantities ap-
pearing in (6.41). In particular, we want to connect the coefficients α and β to the probe’s charges,
which are given by the Casimirs c2, c3.

In the previous section we reviewed the semiclassical computation from [2], which only re-
quired the SL(3, R) Casimir elements c2, c3 in the semiclassical (large h,w) limit. However, as they
correctly point out, in a proper quantum treatment they must be computed through normal or-
dering, acting on any state of the representation. Using the conventions from Appendix B, we
have

1. Quadratic Casimir:

C2 = δ
abTaTb =

1
2

L2
0 −

1
4

L(1L−1) +
3
8

W2
0 −

1
4

W(1W−1) +
1

16
W(2W−2), (6.48)

where the subindices between parenthesis are symmetrized, Ta = {Ln, Wm}, and the Killing
form is defined as δab = Tr f (TaTb), and δab is its inverse. When evaluated on the highest
weight state (without loss of generality), we find after normal ordering

c2 = 〈h,w |C2 |h,w〉 =
1
2

h2 − 2h −
3
8
w2. (6.49)

This result indeed agrees with the large h,w limit of [2], where the second term is dismissed
as it is subleading.

2. Cubic Casimir:
C3 = habcTaTbTc = habcδ

adδbeδc fTdTeTf , (6.50)

where habc = Tr f (T(aTbTc)). In this case there are too many terms as for displaying them here.
Its evaluation yields

c3 = 〈h,w |C3 |h,w〉 =
3
8

h2w −
3

32
w3 −

3
4

hw +
3
4
w. (6.51)

Later on we will be interested in matching our result to those of [2]. This means that the w = 0
case is of special interest, as we can see that it implies the vanishing of the cubic Casimir.

Now that we found the appropriate Casimirs, we can ask about their relation to the conjugacy
class labels α, β. In [2, 32] this conjugacy class is constructed out of an element of the algebra P0,
as

M = V exp(P)V−1 = V exp(−αL0 − βW0)V−1, (6.52)
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where P is the sl(3, R) truncation of (6.12)

P = −2∆α2 P0 − 3∆α3 (P0 × P0), P0 × P0 = habcPa
0 Pb

0 Tc. (6.53)

We want to connect these two unknowns, ∆α2,∆α3 to α, β such that we get a better understanding
of the probe. This relation is mediated by the Casimirs, which is why we needed to deal with them
above.

The way to begin this task is by finding P0. There are two constraints on it, namely the
quadratic and cubic traces (6.6) are imposed to be

TrP2
0 ≡ δabPa

0 Pb
0 = c2, TrP3

0 = habcPa
0 Pb

0 Pc
0 = c3. (6.54)

Using the ansatz P0 = λL0 + ξW0, a solution to these constraints is

λ =
1

4
√

3

√
−

6c2
2

3√6

∆2 + 12c2 − 62/3∆2, ξ =
62/3c2 +

3√6∆2

8∆
, (6.55)

where we have defined

∆ ≡

(√
6(6c2

3 − c3
2) − 6c3

)1/3

. (6.56)

This solution, though is not unique, however it is the simplest one.
We can now compute (6.53) and solve (6.52)

α ≡ 2∆α2λ + 4∆α3ξλ, β ≡ 2∆α2ξ + ∆α3

(
3λ2

2
− 2ξ2

)
. (6.57)

This allows us to establish a relation between the Casimirs, which measure the strength of the
charges carried by the probe, and the conjugacy class labels, which are equipped with some knowl-
edge of the geometry. In fact, if we follow the same procedure for a probe carrying no higher spin
(i.e. c3 = 0)5, we find

P0(c3 = 0) =
√

c2

2
L0, α(c3 = 0) = ∆α2

√
2c2, β(c3 = 0) =

3∆α3c2

4
. (6.58)

We can see that both P0 and α match precisely those of the SL(2, R) case. This is what we expected,
as we are considering now a probe with no higher spin charge, as in [2]. In fact we can see from
here that if we not only consider a probe without higher spin charge, but also embedded in a pure
gravity geometry, we will need ∆α3 = 0, as in that case β = 0. Besides this remark, the actual
interpretation of ∆α3 remains obscure after this analysis.

6.3.4 Evaluation of the Wilson line: match with previous results

After the preliminaries above, now it is time to use (6.41) to generate some results. We will begin
by matching this formalism with results from [2, 4]. This will be more a consistency check rather
than novel results, but it is a necessary step before moving on. However, even at the semiclassical

5It is actually better to compute it by plugging c3 = 0 in the traces of P0 (6.54) than in the general solution (6.55), due
to the amount of square and cubic roots involved.
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level, the Wilson lines obtained will actually be a bit more general than the ones computed in [2]
as their focus was on computing entanglement entropies, therefore their probes carried no higher
spin charge and were computed on a time slice.

For this purpose we need to compute

gL(x f )gL(xi)−1g̃R(xi)−1g̃R(x f ) = V exp{−α(xi, x f ) L0 − β(xi, x f )W0}V−1, (6.59)

which will determine α, β as functions of the coordinates, as it did in the SL(2, R) case relating α

and the geodesic distance.

Geodesic distance in pure gravity case

Had we been given a set of connections A, Ā ∈ sl(2, R) ⊂ sl(3, R), the values of α and β would be
identically the same as for the fully-fledged SL(2, R) group studied in the last section (meaning
for instance β = 0). This is expected because in the fundamental representation of SL(3, R), the
generators corresponding to its SL(2, R) subgroup are those of the adjoint representation of the
SL(2, R) group. But note that (6.59) is representation independent, therefore both inner products
must be the same.

We will explicitly check this is the case. Consider the AAdS3 group elements for constant
C = kL/2π,

gL(x) = b(ρ)−1 e−(L1−CL−1) x
+

, g̃R(x) = e−(L−1−CL1) x
−

b(ρ)−1. (6.60)

where x± = t ± φ. Using (6.59) in the fundamental representation with some patience and a good
amount of hyperbolic identities, we find

cosh(α) =
1
2
σ(xi, x f )

2 − 1, (6.61)

where σ(xi, x f ) is the same as in (5.49). As argued above, it would make sense that αSL(2,R) =

αSL(3,R), but at first glance that doesn’t seem to be the case, if one compares this equation to [4].
Luckily, hyperbolic identities come to our rescue, as

2 arcosh(x) = arcosh(2x2 − 1), x ≥ 1, (6.62)

where in our case σ = 2x, finding an exact match (also, both terms cosh(x − y) cosh(x + y) and
− sinh(x − y) sinh(x + y) are bigger than zero, and the factors before are positive and exponential-
like therefore it is not hard to see that s ≥ 2 as required).

Let us now consider the case of an open Wilson line stretching between two different points of
the AdS boundary. We will first describe it for the SL(2, R) subgroup, to exemplify the computa-
tion. After that we will deal with the diagonal and principal embedding black holes.

Global AdS3

We could directly use the above result for α, (6.61), with C = −1/4, plugging it in the inner product
and expanding to leading order. However, as a warm up for the next cases where we don’t have
a close form for α, we will choose not to follow that path. Instead, let us compute (6.59) for β = 0.
Tracing said equation leaves us with

cos(∆t) − cos(∆φ)
8ε2 + (cos(∆t) + cos(∆φ)) + 2ε2(cos(∆t) − cos(∆φ)) = 2 cosh(α), (6.63)
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where e−ρi = e−ρ f = ε , introducing our UV cutoff ε → 0. Solving for a, and substituting it in the
expression of the propagator (6.43), we find that the leading divergent piece is

Wempty,spin−3,b→0
R

= 〈Σ |G(e−
∫
A)G(e−

∫
Ā)|Σ〉 =

e−αh

(1 − e−α)3
=

(
8ε2

cos(∆t) − cos(∆φ)

)2h

+O(ε2h). (6.64)

As expected, this result is the same to the one computed via (6.61) or with the full-fledged SL(2, R)
group elements (not the SL(2, R) ⊂ SL(3, R) subgroup), i.e.

Wempty,spin−2
R

= 〈Σ |G(e−
∫
A)G(e−

∫
Ā)|Σ〉 =

e−αh

1 − e−α
=

(
8ε2

cos(∆t) − cos(∆φ)

)2h

+O(ε2h). (6.65)

Diagonal embedding black hole

We begin the higher spin study with the diagonal embedding black hole, as it is simple enough to
compute things without too much trouble. It will have as group elements

gL(x) =b(ρ)−1 e−(W2+ωW−2−qW0) x
+−ηW0 x

−/2,

g̃R(x) =e(W−2+ωW2−qW0) x
−+ηW0 x

+/2 b(ρ)−1.
(6.66)

In this case, we need at least two equations to fix α, β. As before, the most straightforward one is
found by tracing both sides of the equation, although we will leave this one for later. It is better
to first diagonalize gL(x f )gL(xi)−1g̃R(xi)−1g̃R(x f ). By doing so we can compute β, matching the
eigenvalues of both sides of (6.59):

exp
(
4β
3

)
= exp

[
2
3
(x−f − x+f − x−i + x+i )(η + 2q)

]
⇒ β = −(η + 2q)∆φ. (6.67)

Introducing this on the trace of equation (6.59) we find

cosh(α) = cosh(2∆ρ) cosh
(
4
√
ω(∆t − ∆φ)

)
cosh

(
4
√
ω(∆t + ∆φ)

)
−

1
2

(
ωe−2ρ f −2ρi +

e2ρ f +2ρi

ω

)
sinh

(
4
√
ω(∆t − ∆φ)

)
sinh

(
4
√
ω(∆t + ∆φ)

) (6.68)

At this point it is worth elaborating on the interpretation of α, β for the case at hand: a rather
interesting feature is the fact that β doesn’t depend on the cutoff, it will give a finite contribution to
the propagator. This is related to the fact that the diagonal embedding black hole can be regarded
as a consistent truncation of SL(3, R) as SL(2, R)×U(1), where the Wilson line for the U(1) piece is
yielding a phase in the full propagator. This behaviour was already noticed in [40]. By the same
reasoning, α should account for the SL(2, R) part, which is why the form of (6.68) is similar to
(5.49) (with σ = cosh(α/2)), meaning that in the diagonal embedding α is still the usual geodesic
distance.

We can easily solve for α to leading divergent order, and plug that solution in the propagator
(6.41) with h → 2h, with this extra factor of 2 coming from the difference between 2L0 of the
diagonal embedding and J0 of the sl(2, R) subalgebra (which is related to the conformal weight,
see subsection B.2.1).

WdiagBH
R

= 〈Σ |G(e−
∫
A)G(e−

∫
Ā)|Σ〉 ' (2ω)2he∆φ(η+2q)w

(
ε4

cosh
(
8∆φ
√
ω
)
− cosh

(
8∆t
√
ω
) )2h

. (6.69)
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We can now make contact with [2], by taking suitable limits: they consider a particle with no U(1)
charge (w → 0) and, for the purpose of computing Entanglement Entropy, they have to consider a
constant time slice (∆t → 0),

WdiagBH
R

→ (2ω)2h
(

ε4

cosh
(
8∆φ
√
ω
)
− 1

)2h

=

(
ωε4

sinh2 (
4∆φ
√
ω
) )2h

. (6.70)

It is nice to check that when we use their prescription to compute the entanglement entropy, we
find an exact match

SEE = − log WdiagBH
R

= 2h log
(

1
√
ωε2

sinh
(
4∆φ
√
ω
))

. (6.71)

Principal embedding black hole

In the principal embedding black hole case, a different approach must be taken, as exponentiating
the connections right away is not feasible. For simplicity, we will choose one of the endpoints to
be located at xi = (0, 0).

If one tries to compute the exponential of the connections, nothing sensible will come out of
that computation. In order to make progress, we will first use the results shown in Appendix C of
[2]. There, they manage to give “simple” expressions for the eigenvalues and eigenvectors of the
angular part of the connections, namely

λφ = 2

√
2πL

k
diag

©­­«
3 +C

(√
4C − 3 − 2

)
√

C(2C − 3)
,

2
√

C
,

3 −C
(
2 +
√

4C − 3
)

√
C(2C − 3)

ª®®¬ , (6.72)

Va =

©­­­«
2
C

(
C − 1 −

√
4C − 3

)
2
C (2 −C) 2

C

(
C − 1 +

√
4C − 3

)(√
4C − 3 − 1

) √
k

2πLC 2
√

k
2πLC

(
−
√

4C − 3 − 1
) √

k
2πLC

k
2πL

k
2πL

k
2πL ,

ª®®®¬ (6.73)

with aφ = VaλφV−1
a . The corresponding ones for the barred connection can be found to be

λ̄φ = −λφ, Vā = gVa, g =
©­«

0 0 −2
0 −1 0
−1/2 0 0

ª®¬ . (6.74)

This information is enough for computing entanglement entropy as it is restricted to a time
slice, however we are here interested in the full connections, therefore we need to include their
time components. However we can be clever about it: the connections, being on-shell and con-
stant, need to satisfy [a+, a−] = 0 (and the same for the barred ones), as can be checked explicitly.
This further implies [aφ, at ] = 0, which means that the time and angular part of the connections
can be diagonalized simultaneously, i.e. they have the same eigenvectors. Then, the only thing
left is finding the eigenvalues of at , which is straigthforward given its eigenvectors:

λt =
2(C − 3)x

(2C − 3)
√

C

2πL
k

diag(1, 0,−1) (6.75)
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and in this case, we have λ̄t = λt . Therefore, the group elements can be decomposed as

gL(x) = b(ρ)−1 (Vae−λt t−λφφV−1
a ), gR(x) = (gVaeλt t−λφφV−1

a g−1) b(ρ)−1. (6.76)

Borrowing the notation from [2], we can compute m1 and m2, which precisely match those corre-
sponding to entanglement entropy in the suitable limit (t = 0 , λφ → −λφ; that last one because of
notational difference).

The next step is finding the eigenvalues of M , in order to match one with β(t, φ), as in the
diagonal embedding case. To leading order, this can be done as above, finding

e4β/3 =
m2

m1
. (6.77)

Although the value of β here is independent of the cutoff, it is unclear at this point the finiteness of
this contribution to the propagator, as this is to leading order in ε . We can plug this is the equation
of the trace of (6.59), solve it to leading divergent order in ε (it is actually more convenient to solve
for eα instead of α itself).

e−α−
2β
3 + eα−

2β
3 + e

4β
3 = Tr(M) ⇒ eα =

m1
√

e4β/3

ε4
+O(ε−2) =

√
m1m2

ε4
+O(ε−2). (6.78)

Inserting this in the expression for the propagator (6.41), we find

WppalBH
R

= 〈Σ |G(e−
∫
A)G(e−

∫
Ā)|Σ〉 '

(
m2

m1

)− 3w
4

(√
m1m2

ε4

)−h
, (6.79)

which is not surprising as it obviously matches the expected behaviour in the equal time, w = 0
case, however in a more general case, the values of m1 and m2 are

m1 =

(
Ce−tλτ

4(C − 3)x

)2 (
(x − 3)e(λ1+λ2)φ+2tλτ − 2xetλτ−λ2φ + (x + 3)e−λ1φ

)
×

(
−2xetλτ−λ2φ + (x + 3)e2tλτ−λ1φ + (x − 3)e(λ1+λ2)φ

) (
k

2πL

)2

,

(6.80)
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and

m2 =

(
Ce−2tλτ

16
√

2(C − 3)2x2

)2 [((
−x2 + 2x + 3

)
e(λ1+λ2)φ+2tλτ − 4xetλτ−λ2φ +

(
x2 + 2x − 3

)
eλ1(−φ)

)
×

((
x2 + 2x − 3

)
e2tλτ−λ1φ − 4xetλτ−λ2φ +

(
−x2 + 2x + 3

)
e(λ1+λ2)φ

)
×

(
(−2C + x + 3)e(λ1+λ2)φ+2tλτ + (2C + x − 3)eλ1(−φ) − 2xetλτ−λ2φ

)
×

(
(2C + x − 3)e2tλτ−λ1φ + (−2C + x + 3)e(λ1+λ2)φ − 2xetλτ−λ2φ

)
−

(
(x − 3)e(λ1+λ2)φ+2tλτ − 2xetλτ−λ2φ + (x + 3)eλ1(−φ)

)
×

(
−2xetλτ−λ2φ + (x + 3)e2tλτ−λ1φ + (x − 3)e(λ1+λ2)φ

)
×

(
2(C − 2)xetλτ−λ2φ + (x − 3)(C + x − 1)e(λ1+λ2)φ+2tλτ + (x + 3)(C − x − 1)eλ1(−φ)

)
×

(
C

(
(x − 1)e2tλτ−λ1φ + 2xetλτ−λ2φ + (x + 1)e(λ1+λ2)φ

)
−4x

(
e(λ1+λ2)φ + etλτ−λ2φ + e2tλτ−λ1φ

))] (
k

2πL

)2

,

(6.81)

where we have λφ = diag(λ1, λ2,−λ1 − λ2) and λt = diag(λτ , 0,−λτ).
It is important to notice that in all of the examples we have discussed, there are no corrections

coming from the denominator of the inner product (6.41). The reason for this is that they have
been obscured by the cutoff, as we have worked to leading order in it.
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Chapter 7

Conclusion and outlook

Three dimensional gravity was initially thought to be a boring playground for physics research.
What is there to be found in a theory absent of degrees of freedom? This mentality has changed
for good, as the discovery of different structures (black holes, asymptotics) and the inclusion of
new ingredients (higher spin fields) has sparked novel research with ambitious goals, spanning
from Low to High Energy Physics.

This thesis will hopefully have portrayed some of the enriched atmosphere alluded to above.
We first discussed the special features of three dimensional gravity, with a specific focus in its
gauge-theoretic description. This task requires translating common General Relativity tools into
gauge theory ones, we review the most important ones for this project. Then, higher spin theory
is motivated and introduced, and, in the context of three dimensions, extra novel features coming
from these exotic theories are analyzed. Tying all the discussed context together, Wilson lines
are used as topological probes of the spacetime, initially with the aim of finding an analog to
the Ryu-Takayanagi proposal, but later studying them in more generality, including quantum
corrections, finding their relation to propagators of minimally coupled scalar fields in locally AdS3
backgrounds. We wrapped all up with the study of such Wilson lines in spin-3 gravity, whose
quantum description was still lacking. There are many interesting phenomena from each topic
which were left behind, the reader is strongly encouraged to navigate through the literature and
learn about them.

The research undertaken in this project is far from complete. We have barely scratched the
surface of the quantum mechanical description of the higher spin Wilson line, we just established
the pillars and checked their sensibility. Some extra features were captured and generalized (not
being restricted to a time slice, allowing for higher spin charged probes), though. Here I will recap
some aspects which would be interesting to study in the future:

1. We have seen that the relation between α, β and c2, c3 involves∆α2,∆α3, which are spacetime-
dependent. ∆α2 can be though of a generalization of the geodesic distance, however ∆α3
is more mysterious. In the diagonal embedding, where computations can be carried out
without much difficulty, we can see that if the probe carries no higher spin ∆α3 = −4(η +
2q)∆φ/3c2, from (6.58) and (6.67). One would need a similar computation for the principal
embedding to see what behaviour of ∆α3 is general in both cases.

2. In section 5.3 we discussed the role of the Wilson line as a propagator of a massive scalar
coupled to gravity [4]. Said Wilson line was a solution to the Klein-Gordon equation for a
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massive scalar in curved spacetime. Therefore, the Wilson line had the interpretation of a
Green’s function, hence a propagator. We hope that the higher spin Wilson line computed
here is again a propagator, in a higher spin geometry.

Note however that here we are dealing with a considerably more complicated problem: first
of all, the equation of motion should be cubic in derivatives. This is something very unusual,
as equations of motion are generally either first or second order differential equations, never
third. Secondly, a working metric formulation of these SL(N , R) higher spin gravities is yet
to be firmly established, despite attempts such as [41]. Not only that, but even a success
in writing an appropriate action for this metric would not be enough, as we would need to
couple a massive scalar to it, respecting the gauge symmetry. Until that task is completed,
we do not know which equation would the higher spin Wilson line solve.

There is a simpler case that we can consider: as discussed above, the diagonal embedding
can be consistently truncated to SL(2, R)× U(1). The reason why it is simpler is that for this
case there is a metric formulation. This would serve as a stepping stone for the full SL(3, R)
case, as it would involve a similar computation to that of SL(2, R) plus an extra ingredient,
the U(1) fields.

3. The Wilson line computed (6.41) was derived relying purely on group-theoretic results.
However the motivation for this study began in [2] with the the semiclassical approach,
which relied on the path integral formalism. In the SL(2, R) case it was already shown that
there was a connection between them, however a relation to this formulation is still lacking
for the higher spin Wilson line. This computation would be interesting in order to confirm
that the semiclassical result is recovered for h,w � 1.

4. At the level of evaluating the probe, there are many interesting features to explore. On
the one hand, as we are assuming the Wilson line to be a propagator on these higher spin
geometries, it is suitable for characterizing causality, as the metric tools are not reliable. This
would give us a very good handle of these geometries. In order to do that, we need to find
the singularities of the Wilson line (in the SL(2, R) case, for instance, points separated by null
geodesics have this singularity).

Another evaluation test which would be useful is understanding the role of the radial gauge
b(ρ), how it affects the inner product.

5. In order to connect these results with four dimensional analogs it would be interesting to
generalize them to SL(N , R) or even to the higher spin algebras hs[λ], which are a step closer
to Vasiliev’s theory.
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Appendix A

Vielbein Formalism

Any introductory course or lecture notes on General Relativity emphasizes the use of the well-
known coordinate basis. However, we all know that physics should not depend on the basis
vectors used to describe it, therefore if we pick, say, a combination of these basis vectors, we
should end up finding the exact same results. But two questions can be raised upon considering
this possibility: why would we do that and which combinations are interesting?

One of the first authors developing this formalism was Albert Einstein. Not directly because
of his acclaimed 1915’s General Theory of Relativity; but because of his quite unknown two let-
ters attempting to unify gravity and electromagnetism. Unlike previous attempts to achieve this,
Einstein tried not to include additional structure to General Relativity. As a counterexample, the
famous Kaluza-Klein approach required one extra dimension and an extra scalar field, the dilaton.
These letters were released in 1928 (soon after the discovery of the Dirac equation, being regarded
as the “square root” of the Klein-Gordon equation; which could have inspired Einstein to write
the above letters, as he introduces the concept of “square root” of the metric as well). Initially
rejected by the physics community, the content of these letters has regained interest in the context
of supergravity.

This formalism is completely necessary in order to regard General Relativity as a gauge theory,
a task that has been successful in (2+1) dimensions [?, 12]. This appendix is intended as a compre-
hensive introduction to the main tools and results of this approach, and hopefully self-contained,
as navigating through the literature on this formalism is usually a notational nightmare.

A.1 Non-coordinate basis

As introduced above, we are perfectly allowed to use any basis spanning the tangent space at a
given point, TpM. A reasonable choice, besides the usual coordinate basis, is choosing vectors
such that their inner product is given by g(ea, eb) = ηab. The relevance of this choice will become
clear as we continue.

The relation between both sets of vectors (bear in mind the chapter Notation and conventions;
indices are the main reason why this topic is notationally harsh) is then

eµ(x) = eµa(x)ea, ea = eµa(x)eµ(x); eµa(x), eµa(x) ∈ GL(n) (A.1)

where GL(n) stands for the group of n × n invertible matrices, with n = dimM. The matrices eµa
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are called1 “vielbeins”.
Orthonormality further implies

eµa(x)eµb(x) = δba, eµa(x)eνa(x) = δνµ (A.2)

If we now express the relation between the inner product of these basis vectors and the metric it
is clear why the vielbeins are commonly called the “square root” of the metric:

g(ea, eb) = gµν(x)eµa(x)eνb(x) = ηab (A.3)

Not only does this apply to vectors, it also works with covectors (1-forms). The orthonormality
condition (A.2) allows us to write

θµ = eµaθa, θa = eµaθµ (A.4)

where we have already dropped the explicit dependence of the vielbeins in the coordinates, for
the sake of simplicity.

In essence, the vierbeins can be used to change from one set of indices to the other on any
tensor components, and the lowering-raising indices operations will need the appropriate metric

Tµνab = eµc eνd eρa eσb Tc
d
ρ
σ = gµρ gνσ η

ac ηbd Tρσc
d (A.5)

This is all one needs to know about changes between both sets of indices. But what about changes
that preserve the inner product? We know from Special Relativity that the transformations that
preserve the Minkowski metric are the ones belonging to the Lorentz group2:

Λ
a
a′Λ

b
b′ ηab = ηa′b′; Λ

a
a′ ∈ SO(1, 3) (A.6)

Hence, transformations between different orthonormal basis are given by

ea′ = Λa
a′ea, ea = Λa

a′ea′ (A.7)

and generalizing for the case of the covectors is trivial. This result doesn’t come as a surprise, in
fact our intuition is correct in this case, as it tells us that orthonormal basis can be changed one into
one another only by means of rotations. This also tells us something rather subtle about General
Relativity: it has a hidden symmetry, namely local Lorentz invariance. We can therefore expect,
and we will make it explicit very soon, that we need to associate a covariant derivative as is done
in gauge theories.

For completeness, it should be clear how the tensor transformation law is modified for any
kind of tensor, i.e.

Tµ
′

ν′
a′
b′ =

∂xµ
′

∂xµ
∂xν

∂xν′
Λa

a′
Λ

b
b′ Tµνab (A.8)

1One has to be careful when searching through the literature, as this term is used for both the set of basis vectors
and the transformation matrices (it is also common to find them denoted as tetrad)

2Here we are treating the 4d Lorentzian case, but in the rest of the thesis we will be considering 3d gravity. The only
change is the group, which will be SO(1, 2). If we are instead considering an Euclidean geometry, the group becomes
the usual special orthogonal in n-dimensions SO(n).
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A.2 Differentiation

It can be asked whether there can be a notion of covariant derivative in the vierbein framework.
Indeed, we will still need a correction term for a well-defined derivative; we are still working
on curved space. The difference will be that the connection coefficients will no longer be the
Christoffel symbols, but the spin connection3 components, ωµab, although just for the Latin in-
dices, the Greek or curved ones will remain corrected by the usual Christoffel symbols. The co-
variant derivative then reads:

∇µXa
b = ∂µXa

b +ωµ
a
cXc

b −ωµ
c
bXa

c (A.9)

However the spin connection and the Christoffel connection are not independent, and their rela-
tion can be made explicit by demanding independence of the basis of, for simplicity

∇X = (∇µXν)dxµ ⊗ ∂ν = (∇µXa)dxµ ⊗ ea (A.10)

This leads to
Γ
ν
µλ = eνaeλbωµab + eνa∂µeλa, ωµ

a
b = eνaeλbΓνµλ − eλb∂µeλa (A.11)

Another way to derive this is through the so-called “Tetrad postulate”: imposing ∇µeνa = 0 im-
plies the above relations.

An important fact to notice is that the Greek index of the spin connection does transform as
a tensor, while the Latin ones transform inhomogeneously, in a similar fashion as the Christoffel
symbols:

ωµ
a′
b′ = Λa

a′
Λ

b
b′ωµ

a
b −Λ

c
b′∂µΛc

a′ (A.12)

We already have the ingredients necessary to understand why this formalism is so powerful: It
allows us to think of some important tensors as differential forms, bringing all their machinery to
life. For instance, a (1,1) mixed tensor Xµa, can also be interpreted as a vector-valued one-form,
Xa = Xµa dxµ, thus allowing us to exterior differentiate as

(DX)µνa ≡ (dX)µνa + (ω ∧ X)µνa = ∂µXνa − ∂νXµa +ωµab Xνb −ωνab Xµb (A.13)

where the ω ∧ X term has to be introduced in order to have the proper transformation law of the
exterior derivative; in this sense we can think of D as an “exterior covariant derivative”. Disguised
as differential forms ea ≡ eµa dxµ, ωa

b ≡ ωµ
a
b dxµ, releasing some of the heavy notational weight.

Using this, two definitions (also known as “Maurer-Cartan structure equations”) arise in a fairly
simple way,

Ta = dea +ωa
b ∧ eb; (Torsion 2-form) (A.14a)

Ra
b = dωa

b +ω
a
c ∧ω

c
b; (Curvature 2-form) (A.14b)

These 2-forms satisfy the Bianchi identities (well known from Differential Geometry or General
Relativity):

dTa +ωa
b ∧Tb = Ra

b ∧ eb ←→ Rρ[σµν] = 0 (A.15a)
dRa

b +ω
a
c ∧ Rc

b − Ra
c ∧ω

c
b = 0←→ ∇[λ |Rρσ |µν] = 0 (A.15b)

It can be shown that requiring the connection to be affine (therefore yielding the Christoffel sym-
bols as its components) implies, in the language of the current discussion, that it is torsion-free,
i.e. Ta = 0, and metric compatible, ∇g = ∇η = 0⇒ ωµab = −ωµba.

3One of the reasons why the spin connection is so relevant is that it allows, as its name foretells, the introduction of
spinors in curved spacetime, something which is not possible with the usual connection.
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Appendix B

SL(2, R) and SL(3, R) conventions

The special linear group SL(N , R) with N ∈ Z+ is a Lie group whose elements are N × N matrices
with determinant 1 and whose group operation is the usual matricial product. We will also be
interested in their corresponding Lie algebras sl(N , R). A convenient basis for these Lie algebras
is the one making explicit the sl(2, R) subalgebra, represented by {L0, L±1}, while the rest of the
generators are denoted W (s)j with this choice, their commutation relations are

[Lm, Ln] = (m − n) Lm+n, (B.1a)

[Ln, W (s)j ] = [n(s − 1) − j]W (s)n+j , | j | < s − 1. (B.1b)

Particularly relevant algebras in this thesis will be those of the N = 2 and N = 3 cases. Conventions
used for representations of these algebras can be found below.

B.1 Representations of sl(2, R)

The sl(2, R) algebra is
[Li, Lj] = (i − j) Li+j (B.2)

Our convention for the fundamental representation of sl(2, R)will be

L1 =

(
0 0
−1 0

)
, L−1 =

(
0 1
0 0

)
, L0 =

1
2

(
1 0
0 −1

)
(B.3)

With this choice, the Killing form becomes

ηab = Tr f (LaLb). (B.4)

B.2 Representations of sl(3, R)

The sl(3, R) is

[Li, Lj] = (i − j) Li+j , (B.5a)

[Li, Wm] = (2 i −m)Wi+m , (B.5b)

[Wm, Wn] = −
1
3
(m − n) ( 2 m2 + 2 n2 −mn − 8 ) Lm+n , (B.5c)
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For the fundamental representation of sl(3, R)we will use

L0 =
©­«
1 0 0
0 0 0
0 0 −1

ª®¬ , L1 =
©­«
0 0 0
1 0 0
0 1 0

ª®¬ , L−1 =
©­«
0 −2 0
0 0 −2
0 0 0

ª®¬ ,

W0 =
2
3

©­«
1 0 0
0 −2 0
0 0 1

ª®¬ , W1 =
©­«
0 0 0
1 0 0
0 −1 0

ª®¬ , W−1 =
©­«
0 −2 0
0 0 2
0 0 0

ª®¬ ,

W2 = 2 ©­«
0 0 0
0 0 0
1 0 0

ª®¬ , W−2 = 2 ©­«
0 0 4
0 0 0
0 0 0

ª®¬ .

(B.6)

In this case the quadratic and cubic Killing forms will be, respectively

δab = Tr f (TaTb), habc = Tr f (T(aTbTc)) (B.7)

where Ta = {Li, Wn}.

B.2.1 Conformal weight and sl(2, R) spin:

Here we introduce and clarify frequently used terminology in the higher spin literature: a field
φ(z) has conformal weight J if under z → z′(z) it transforms as

φ′(z′) =
(

dz
dz′

)J
φ(z). (B.8)

If we expand in modes and given that sl(2, R) generates the infinitesimal transformation, we find

[Lm, φn] = [m(J − 1) − n]φm+n, (B.9)

thus the Wn modes have conformal weight 3 while the Ln’s have conformal weight 2. This bracket
can be modified to contain a central extension.

This above definitions are related but distinct to the sl(2, R) spin [23]. Given Ja basis of sl(2, R) ∈
sl(N , R), the rest of the sl(N , R) generators will form a representation of sl(2, R), labelled by their
spin. The dimension D of this representations are related to its spin s as D = 2s + 1, that is why
in the principal embedding of sl(3, R) the {W±2, W±1, W0} transform in the spin-2 representation of
sl(2, R) and analogously for the spin-0 and 2 × spin-1/2 of the diagonal embedding.
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Appendix C

Entanglement entropy and the
Ryu-Takayanagi proposal

The phenomenon of entanglement poses challenges when it comes to understand physical sys-
tems, due to the information loss when accessing one of the entangled subsystems. Entanglement
entropy is a useful measure of the information available from the system, and in the last decades
it has been an active area of research, from the understanding of black holes and the Information
Paradox to the surge of Quantum Information and Quantum Computing.

In this appendix entanglement entropy and related concepts, which will play a role mainly
in Chapter 5, will be briefly reviewed. At the end of this appendix an overview of the Ryu-
Takayanagi proposal will be given, which threads all these concepts into the bulk of the project.
For more in-depth reviews of all the material covered in this appendix we refer to [42, 43].

C.1 Entanglement entropy in Quantum Mechanics and Quantum Field
Theory

Given two Hilbert spaces HA, HB, the most general state in their composite system HA ⊗ HB is:

|ψ〉 =
∑
i,j

ci j |Ai〉 ⊗ |Bj〉 . (C.1)

This state will be entangled in general, as it cannot be separable into both subsystems, i.e. we
generally have ci j , cA

i cBj . The entropy is a magnitude related to the amount of information
accessible from a system, and therefore it’s perfectly adequate to study entangled states. In order
to characterize it, we resort to the density matrix of the system,

ρ = |ψ〉〈ψ | , (C.2)

The density matrix is something not only available for pure states such as (C.1), but also for mixed
states without a pure state description. Some of the properties of the density matrix are hermiticity
ρ† = ρ, positivity of its eigenvalues ρ ≥ 0 and unit trace Trρ = 1.

If we want to access the information available in subsystem A, we are blind to its complemen-
tary subsystem, B. Mathematically this means that we work with the reduced density matrix ρA,
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obtained by tracing out subsystem B,

ρA = TrB ρ =
∑
i

〈Bi |ρ|Bi〉 . (C.3)

This is a measure of the degrees of freedom accessible from subsystem A. The entanglement en-
tropy is then given by the von Neumann entropy,

SEE = −TrA (ρA log ρA). (C.4)

This is the quantum version of the Shannon entropy, and is related to the entropy of configurations
with a certain number of particles in a certain number of states, at the same energy.

Notice that the operation of taking the logarithm of a matrix does not seem to be well defined.
In general it refers to taking the logarithm of its eigenvalues, however there is a way to circumvent
this obstacle which goes by the name of the replica trick:

SEE = −
∂

∂n
TrA ρnA

����
n→1
= −TrA (ρnA log ρA)

����
n→1
= −TrA (ρA log ρA), (C.5)

where in order to take the derivative we have analytically continued n to the real line. Alterna-
tively, one can compute the n-th Renyi entropy

S(n) =
1

1 − n
log TrA ρnA, (C.6)

with the entanglement entropy as the limit SEE = limn→1 S(n). This trick removes the trouble
coming from the logarithm of a matrix, which is exchanged for a “simple” operation, tracing
powers of a matrix.

All the above has already been generalized to Quantum Field Theories and Conformal Field
Theories [33], which involves some technology such as an Euclidean path integral treatment of
states, replica fields, etc. For 2d CFT’s some important results have been computed and will be
referred to in Chapter 5, which we list now

• CFT in the vacuum, single interval

S =
c
3

log
(

L
ε

)
. (C.7)

• CFT in a thermal state, single interval

S =
c
3

log
(

1
πβε

sinh
πL
β

)
. (C.8)

where in both cases L is the length of the interval, c is the central charge and ε is the UV cutoff.
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C.2 Ryu-Takayanagi proposal

In 2006, Ryu and Takayanagi showed [1] that the entanglement entropy of a subregion in CFTd

takes the form
SEE =

Area(γ)
4Gd+1

N

, (C.9)

where γ is a minimal surface in the AdS bulk with its boundary ∂γ being the entangling surface
of the CFT. It is also clear from this that if we consider a minimal surface wrapping a black hole in
AdS, it should reduce to its Bekenstein-Hawking entropy.

Figure C.1: Visualization of the Ryu-Takayanagi proposal. Figure from [42].

This “Area law” proposal is backed up with several computations [1, 42, 43] and passes tests
such as subadditivity and strong subadditivity (which are properties known to characterize en-
tanglement entropies).
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Appendix D

Generalization to SL(4, R)

In order to come up with a general formula, we will study the case sl(4, R)making use of what we
discovered in the usual gravity and spin-3 case. We will take as granted some features of these
simpler cases (although a thorough computation should be carried out to check the final result).
Namely,

1. The highest weight representation will be assumed to be unitary as in the sl(2, R), sl(3, R)
cases, there is no reason to think that non-algebra null states will appear in this one.

2. The form of the Ishibashi/crosscap states will also be chosen to be the simplest one: a sum
over diagonal (e.g. k̄ = k) values of the descendants’ labels associated to the even weight
operators, W (2), W (4), ..., a sum over antisymmetric s̄ = −s for the odd ones W (3), ... and coef-
ficients ±1 before each of them. The actual sign, + or − depends on the state being Ishibashi
or crosscap and will not play a role when computing the inner product as, (±)2 = +.

With this in mind, let us then follow the same steps as in the sl(3, R) case.

D.1 Diagonalization, and highest weight representation

Let’s begin building the highest weight representation: a highest weight state |h,w, u〉 is postulated
to exist, satisfying

L0 |h,w, u〉 = h |h,w, u〉 , W0 |h,w, u〉 = w |h,w, u〉 , U0 |h,w, u〉 = u |h,w, u〉

Ln |h,w, u〉 = Wn |h,w, u〉 = Un |h,w, u〉 = 0, n > 0
(D.1)

In the fundamental representation of sl(4, R) (for computational ease we will initially work out the
diagonal basis in this representation), we have the following 15 generators (see [44], however I
picked a different normalization of the U’s):
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L0 =
1
2

©­­­«
−3 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 3

ª®®®¬ , L1 =

©­­­«
0 1 0 0
0 0 1 0
0 0 0 1
0 0 0 0

ª®®®¬ , L−1 =

©­­­«
0 0 0 0
−3 0 0 0
0 −4 0 0
0 0 −3 0

ª®®®¬ ,

W0 =

©­­­«
1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 1

ª®®®¬ , W1 =

©­­­«
0 −1 0 0
0 0 0 0
0 0 0 1
0 0 0 0

ª®®®¬ , W−1 = 3
©­­­«
0 0 0 0
1 0 0 0
0 0 0 0
0 0 −1 0

ª®®®¬ ,

W2 =

©­­­«
0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0

ª®®®¬ , W−2 = 12
©­­­«
0 0 0 0
0 0 0 0
1 0 0 0
0 1 0 0

ª®®®¬ , U0 =
1
2

©­­­«
−1 0 0 0
0 3 0 0
0 0 −3 0
0 0 0 1

ª®®®¬ ,

U1 =
1
5

©­­­«
0 2 0 0
0 0 −3 0
0 0 0 2
0 0 0 0

ª®®®¬ , U2 =
5
6

©­­­«
0 0 −1 0
0 0 0 1
0 0 0 0
0 0 0 0

ª®®®¬ , U3 =
5
3

©­­­«
0 0 0 1
0 0 0 0
0 0 0 0
0 0 0 0

ª®®®¬ ,

U−1 = 2
©­­­«

0 0 0 0
−1 0 0 0
0 2 0 0
0 0 −1 0

ª®®®¬ , U−2 = 10
©­­­«

0 0 0 0
0 0 0 0
−1 0 0 0
0 1 0 0

ª®®®¬ , U−3 = −60
©­­­«
0 0 0 0
0 0 0 0
0 0 0 0
1 0 0 0

ª®®®¬ . (D.2)

The full algebra of the generators will be of no interest to us, we only need to know their relation
to the Cartan subalgebra, spanned by L0, W0, U0:

[L0, W0] = [L0, U0] = [W0, U0] = 0. (D.3)

We have to find the basis diagonalizing simultaneously the three Cartans. It will consist of 12
operators, out of which the 6 raising ones are obtained as

M (±) = L−1 ±
5
3

W−1 +U−1, M (0) = L−1 −
3
2

U−1, D(±) = W−2 ±
6
5

U−2, U−3. (D.4)

In this basis, we find the weights of the operators to be (remember that they are all lowering, albeit
the ± indices)

[L0, M (±)] = M (±), [L0, M (0)] = M (0), [L0, D(±)] = 2 D(±), [L0, U−3] = 3 U−3,

[W0, M (±)] = ±2 M (±), [W0, M (0)] = 0, [W0, D(±)] = ±2 D(±), [W0, U−3] = 0,

[U0, M (±)] = 2 M (±), [U0, M (0)] = −3 M (0), [U0, D(±)] = −D(±), [U0, U−3] = U−3.

(D.5)

We can now find the tower of states generated by these raising operators acting on the highest
weight state, which we shorten as |h,w, u; k, s, z〉 ≡ |k, s, z〉.

M (±) |k, s, z〉 ∝ |k + 1, s ± 2, z + 2〉 , M (0) |k, s, z〉 ∝ |k + 1, s, z − 3〉 ,

D(±) |k, s, z〉 ∝ |k + 2, s ± 2, z − 1〉 , U−3 |k, s, z〉 ∝ |k + 3, s, z + 1〉 ,
(D.6)
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As in the case of sl(3, R), the level 1 generators M (+,0,−) completely determine the tower of states
(here is where the first bullet point stated before comes into play, as we will assume that there are
no null states because of this redundancy between generators). Hence, we find Figure D.1.

Figure D.1: Highest weight representation of sl(4, R). Here it is depicted in a similar fashion as the
sl(3, R) one, however the correct way would be to represent it in three dimensions, one for each of
the sublabels k, s, z.

D.2 Tower of states & Ishibashi/crosscap

The hard task is now coming up with a formula that captures this whole tower of states, without
double-counting. Putting all our pattern-recognition skills at work, we “peel” the tower layer by
layer:

1. To begin, notice that the sl(3, R) tower of states appears, having as spin-4 label twice the
spin-2 one. Therefore, we peel them off the full tower, as we can just generate them using
the sl(3, R) formula:

|Sum1〉 =

∞∑
k=0

(
k∑

s=−k

d2k,4s,4k |2k, 4s, 4k〉 +
k+1∑
s=−k

d2k+1,4s−2,4k+2 |2k + 1, 4s − 2, 4k + 2〉

)
= |0, 0, 0〉 + |1, 2, 2〉 + |1,−2, 2〉 + |2, 4, 4〉 + |2, 0, 4〉 + |2,−4, 4〉 ...

(D.7)

2. Next, at first level we are missing the state generated by M (0). This turns out to happen at
every level above the zeroth one, hence we summon them as

|Sum2〉 =

∞∑
k=1

dk,0,−3k |k, 0,−3k〉 = |1, 0,−3〉 + |2, 0,−6〉 + ... (D.8)

so we can remove them from the tower.

3. The above is accurate up to first level, but at second and above there are more states. They
are symmetrical with respect to s = 2, so we are going to find two families, one with s > 0
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and the same one with s < 0. The way to generate them is

|Sum3〉 =

∞∑
k=2

k∑
z=2

(
dk,2z−2,5z−3k−5 |k, 2z − 2, 5z − 3k − 5〉 + dk,−2z+2,5z−3k−5 |k,−2z + 2, 5z − 3k − 5〉

)
= |2, 2,−1〉 + |2,−2,−1〉 + ...

(D.9)

4. Sadly, this is not the end of the story. At third level an unaccounted state appears, at fourth
level 3 appear, etc. However, we have seen that pattern before: it is this exact sl(4, R) tower
once again, but starting with |3k, 0, k〉 instead of the highest weight. Hence, if we want to
capture all the states of the tower, we need to add an extra index to each and every state we
already found, to replicate them, e.g.

|k, s, z〉 →
∞∑
n=0

dk+3n,s,z+n |k + 3n, s, z + n〉 (D.10)

Considering all these sums, we find exact agreement with the tower of states, which has been
checked up to 8th level, and there is no reason to think that it will not hold for the rest of them.
Note that the claim is not that this is the unique way to generate the tower; there might be a
different approach, with different (more clever) sums such that it also describes it. However, as
this one works, we will continue with it. For visual aid, Figure D.2 depicts the above bullet points.

Figure D.2: Visualization of the four bullet points above and the states which they generate. The
color code is included in the picture.

The good news is that when computing the inner product, as the group element will be diag-
onal, each state overlaps only with itself. The Ishibashi state (assuming the above second bullet
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point), is

|Σ〉 =

∞∑
n=0

[
|Sum1〉 ⊗ |Sum1〉 + |Sum2〉 ⊗ |Sum2〉 + |Sum2〉 ⊗ |Sum3〉

]
=

∞∑
n=0

[
∞∑
k=0

(
k∑

s=−k

|h,w, u; 2k + 3n, 4s, 4k + n〉 ⊗ |h,−w, u; 2k + 3n,−4s, 4k + n〉

+

k+1∑
s=−k

|h,w, u; 2k + 1 + 3n, 4s − 2, 4k + 2 + n〉 ⊗ |h,−w, u; 2k + 1 + 3n,−4s + 2, 4k + 2 + n〉

)
+

∞∑
k=1

|h,w, u; k + 3n, 0,−3k + n〉 ⊗ |h,−w, u; k + 3n, 0,−3k + n〉

+

∞∑
k=2

k∑
z=2

(
|h,w, u; k + 3n, 2z − 2, 5z − 3k − 5 + n〉 ⊗ |h,−w, u; k + 3n,−2z + 2, 5z − 3k − 5 + n〉

+ |h,w, u; k + 3n,−2z + 2, 5z − 3k − 5 + n〉 ⊗ |h,w, u; k + 3n, 2z − 2, 5z − 3k − 5 + n〉
) ]

,

(D.11)

with the crosscap state being this one up to - signs, which will be cancelled upon computing the
inner product. Something that should be noted is that this formula is okay for the infinite tower,
however if one wants to truncate it to all states up to certain level, the range of the n sum has to
be modified. We will not worry about that here.

D.3 Inner product and analysis

The group element we are interested in is the following:

G = exp(−αL0 − βW0 − γU0). (D.12)

Computing the braket of this element with the Ishibashi state above (D.11), and taking into ac-
count the degeneracies, we find

〈Σ |G |Σ〉 =
e−αh−βw−γu(

e3γ − e−α
) (

e−2β−2γ − e−α
) (

e2β−2γ − e−α
) (

e−2β+γ − e−2α
) (

e2β+γ − e−2α
) (

e−γ − e−3α
)

(D.13)

This is the sl(4, R) character.

Limits: If we take the γ → 0 limit we find

lim
γ→0
〈Σ |G |Σ〉 =

e−αh−βw

(1 − e−α)
(
e−2β − e−α

) (
e2β − e−α

) (
e−2β − e−2α

) (
e2β − e−2α

) (
1 − e−3α

) (D.14)

and if we further take the β→ 0 limit,

lim
β,γ→0

〈Σ |G |Σ〉 =
e−αh

(1 − e−α)6
. (D.15)
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The pattern is clear: for the pure gravity case of sl(N , R), we will have

lim
pure grav.

〈Σ |G |Σ〉 =
e−αh

(1 − e−α)
N2−N

2

. (D.16)

The exponent N2−N
2 indicates the number of raising operators of SL(N , R). As discussed in sub-

section 6.3.2, this is not surprising in comparison with the usual CFT characters of the Virasoro
algebra.
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